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Introduction

Have you ever found yourself questioning whether your network is in good
hands? Did you do everything you could to defend against exploits on your
network? Is your employer safe because you have one of the best Security
Information Event Management (SIEM) setups you can use monitoring the
network for you? Or, maybe you are new to Information Security and you
want to learn how to employ a robust Intrusion Detection System (IDS) but
you do not know where to start. If you have ever asked yourself any of these
questions, or you just want to learn about ELK Stack and Zeek (Bro), you
have come to the right place. A quick Google search will show you there
isn’t a lot of information for configuring Zeek (Bro), ElasticSearch, Logstash,
Filebeat, and Kibana— it is rather complicated because the websites will
describe how to install, but they don’t really lead you to specifics on what
else you need to do, or they are really outdated. That is where you must
piece together the information yourself, and really research — lucky for you,
I did the leg work for you and decided to write this book.

Whether you have been in the Information Security industry for many years
or you are just getting started this book has something for you. In my time
studying over the years I have always found that a lot of books are interesting
reads, but they add a lot of fluff. That was not my goal with this book; I
wanted to provide you with a straight forward book without the fluff, that
will show you exactly what you need — I cover the basics, and then explain
the intricacies involved with configuring a SIEM that is reliable. I also
provide a step-by-step process, while including any pertinent notes that you
need to pay attention to, and lastly providing a breakdown of what is
occurring at that time. Having background to each section and knowing what
is happening is extremely important to learning and understanding what is
happening on your network. Likewise, this book covers a brief overview of
different programming languages, and their configuration nuances when
applied to Zeek (Bro) and Elk Stack. I tried my best to approach this as if
you did not know anything, so that anyone can read this and understand what
is happening throughout the installation and configuration process. Let us get
to the basics of what will be covered in this book so that you have a good
idea of what you will learn.



The first section of this book covers the Zeek(Bro) IDS installation and
configuration. Furthermore, you will learn about the origin of Zeek (Bro),
and the many features that Zeek (Bro) has to offer. This section will walk
you through the entire installation process, while providing explanations for
the configuration changes that we make on the system. There are a lot of
dependencies needed to install Zeek (bro), and I will walk you through that
entire process. We will also go over installing PF_ring — a tool for
increased capture speeds and network capture optimization. The tool is very
useful when capturing data on large networks, and from multiple nodes.

In the next section we will go over installing Tor, and Privoxy for network
anonymity. You’re probably asking yourself why you would want to do that
when setting up a SIEM or IDS. The simple answer is that in order to know
what’s traversing the network, you need to understand what it is doing and
how to use it yourself. Sometimes the best defense comes from knowing
what the offense is using. Once we install Tor, you can generate some Tor
traffic on your network, and watch as one of the custom Zeek (Bro)
signatures — I will teach you about in this book — detects this traffic so you
can see what it looks like once a notice is generated. It’s also good to know
how to remain anonymous on the network if you’re ever doing any type of
forensic investigations too, so learning this is always a plus.

The next section of this book will cover how to install the ELK Stack — this
is the point that most walk-throughs stop, because there is a lot of custom
programing and configuration involved after the initial installation process.
This whole process will usually take several people, but what you learn in
this book will teach you how to do the whole process from start to finish on
your own. I break down the JSON and YAML files used to configure your
custom ELK Stack structure, allowing the programs to interconnect and quick
sort your data in an easy to view method. I explain each step of the way and
try to simplify what I learned after countless hours of research. You will
learn how to setup up geo location for network traffic, and how to quickly
sort through thousands of logs quickly. During the last part of this section we
cover some common troubleshooting issues that can arise.

Once you have everything installed and configured, we take a deep dive into
actually making the IDS and SIEM useful. What good is an IDS that can’t
detect anything? Custom Signatures are what Zeek (Bro) uses to provide



Notices and Alerts. I will go over how to program many of the Custom
Signatures that I found useful, and a description of what they do. I placed all
of the signatures on GitHub for ease of install so that you can get them with a
simple command. One of the most notable signatures is for detecting Tor
traffic on the network. That is not always easy to do, but if you know what
you are looking for — which I will show you — it’s actually really simple.
This can come in handy for catching malicious actors on the network. There
is a total of 48 signatures that you will learn to employ, from tracking credit
card information being sent clear text over the network to http attacks.

The last section of this book covers how to configure your Kibana
Dashboard. The dashboard is what you use to quickly see a snapshot of what
is happening on your network. Being able to quickly drill down on network
connectivity issues, connections, and protocols on the network is important,
and Kibana provides countless ways to view your data. The dashboard is
what ties your SIEM together without having to dig through thousands of
logs. Quickly identifying trends allows you to focus on the things that
matter.

Once you are done reading this book, I am confident that you will be able to
install, configure, and deploy an IDS and SIEM combination that will serve
your needs. You will learn everything you need to know to operate Zeek
(Bro) IDS, and ELK Stack to keep your network, and company’s data safe.
Attacks will happen, and sometimes employees will unknowingly do
something on the network that could cause a liability issue but having the
right tools in place will help mitigate these risks.



Z.eek (Bro) IDS Installation and
Configuration

Zeek (Bro) is open-source software used for network analysis. Zeek (Bro)
was originally called Bro when it was introduced back in 1994 by Vern
Paxon. The name came from a reference to George Orwell’s Older Brother
from the novel Nineteen Eighty-Four. Zeek (Bro) is a Network Intrusion
Detection System (NIDS) but also provides live analysis of network events.
Zeek (Bro) uses pcap to capture IP packets and transfers them to an event
engine that will accept or reject them, and then it forwards the packets to a
policy script interpreter.

Some useful features of Zeek (Bro) is the ability to analyze network traffic,
files, or recorded network traffic — PCAP files — and it can use tracefiles to
generate a neutral event; these events occur when anything on the network
happens. Zeek (Bro) uses a best-guess interpretation of network events based
on signatures and behavioral analysis. To install Zeek (Bro), we need to have
a set of dependencies place. Zeek (Bro) also has analyzers embedded in the
event engine, and the accompanying policy scripts. Furthermore, these policy
scripts can be configured and edited by the user.

Zeek (Bro) has analyzers that can distinguish between HTTP, FTP, SMTP,
and DNS traffic. Other analyzers can be added to detect host, port scans, and
syn-floods. Zeek (Bro) software can integrate with other programs such as
Snort and Elastic Search.

This section of the walkthrough will focus on installing PF_RING and Zeek
(Bro).



Requirements for Zeek (Bro) Installation

Necessary libraries:

Libcap

OpenSSL libraries

BINDS library

Libz

Bash (for Zeek Control)

Python 2.6 or greater (for Zeek Control)

Required dependencies:

Make

CMake 2.8.12 or greater
C/C++ Compiler with C++11 support
GCC 4.8+ or Clang 3.3+
SWIG

Bison 2.5

Flex

Libcap headers
OpenSSL headers

zlib headers

Python

We will cover how to install these dependencies later in the walkthrough.


https://amzn.to/3fjmQ2e

Overview of this Section

e Configure Ubuntu to Effectively Capture Packets
o Disable Network Manager
o Disable NIC Offloading Functions
o Enable DNS “Network” Service
o Set the Sniffing Interface to Promiscuous Mode
e Install the Required Dependencies
e Installing Optional Dependencies
o  GeolP Support with LibmaxMindDB and GeoLite2
o Installing GeoLite2
o Install PF_RING
= Install PF_RING Kernel Modules
e Install Zeek (Bro)
o Configuring Zeek (Bro)
o Run Zeek (Bro)

This installation was performed on a MacBook Pro running macOS Mojave
version 10.14.6 (18G95), with in Parallels Desktop 15 VM running Ubuntu
Server 19.



Configure Ubuntu to effectively capture
packets

Disable NetworkManager

Network Manager is a service provided by Ubuntu that manages network
connections and attempts to keep the network connectivity active when it’s
available. It effectively manages WiFi, Ethernet, Mobile Broadband
(WWAN), and PPPoE devices; Network Manager also provides VPN
integration. The “NetworkManager” works well for most instances, but when
we are trying to capture network data, we want the system to do this
passively, so we need to turn this off. To check for the previous installation
of NetworkManager on your machine perform the following steps:

1. Run the following commands to stop the Network Manager:

sudo systemctl stop NetworkManager.service
sudo systemctl disable NetworkManager.service

Note: To restart NetworkManager change stop to start and disable to
enable.

2. Run the following command to verify the NetworkManager has
been disabled:

sudo systemctl list-unit-files | grep NetworkManager

I did not have the NetworkManager installed, so it returned nothing, but I
changed the service to apparmor on the second line to show what it would
look like if you did have NetworkManager.

Disable NIC Offloading Functions

Network Interface Card (NIC) offloading can create problems when sniffing
network traffic because it can lump TCP packets together, and this will show
packet sizes with an MTU larger than 1500. Some modern TCP/IP stacks
lump packets to improve performance on GBPS links, but we do not want



this to happen when we are analyzing network traffic. Network offloading is
used by the OS and CPU to offload the work involved with transmitting
packets, and sometimes it causes problems, but not always. In this case we
want it turned off.

1. Run the following command to see what network interface you are
using:

Ifconfig

In this example, I am using the interface: enp0s5. Make note of your interface
for use later.

2. Make sure you have ethtool installed by running the following
commands:

sudo apt-get update
sudo apt-get install ethtool

Ethtool is a utility used to display and modifying parameters of the network
interface controllers (NICs) and their device drivers.

Note: In this example I already had ethtool installed.

3. Run the following command to disable offloading, and enter your
sudo passwd:

sudo ethtool -K enp0s5 rx off tx off tso off ufo off gso off gro off Iro
off

Note: Make sure you replace enp0s5 with your interface

(See the note below regarding udp-fragmentation-offload, and large-
receive-offload message)

You do not want to permanently disable this on a production machine,
but you can for a dedicated machine.

Note: You will need to run this command every time you load Zeek



(Bro) to ensure that offloading is turn off.

Set all of the parameters that were changed back to on, to revert this change if
needed. Listed below are the commands you can enable or disable:

rx - receive (RX) checksumming

tx - transmit (TX) checksumming

tso - TCP segmentation offload

ufo - UDP segmentation offload

sg - scatter gather

gso - generic segmentation offload

gro - generic receive offload

rxvlan - receive (RX) VLAN acceleration
txvlan - transmit (TX) VLAN acceleration
Iro - large receive offload

ntuple - receive (RX) ntuple filters and actions
rxhash - receive hashing offload

O 0O 0O O 0O O 0O 0O 0O o o o

Note: I received the following result stating “cannot change rx-
checksumming, udp-fragmentation-offload, and large-receive-offload
message.” Use the next step to make sure that these items were turned off.
As you can see from my example, they were still set off.

4. Run the following command and use your interface to ensure
everything was set off:

sudo ethtool -k enp0s5
Note: Ensure you are using a lower case “k” for the above command.

Enable DNS “Network” Service

If you need to configure your own DNS, you can perform the following
commands:

1. Run the following command:

sudo nano /etc/resolv.conf



You will see the following or something similar.

nameserver 127.6.0,53
Eptions edns@
search localdomain

2. For this walkthrough, I’m not altering this file, but if your
environment has a DNS server you need to add the following to the
configuration file. Replace the IP with your nameserver IP:

nameserver aaa.bbb.ccc.ddd
nameserver eee.fff.ggg.hhh

#
#
k)
L4
#
.4

3. Save the file by hitting Ctrl-x, and then hit y and enter.

4. Run the following command to enable the network:

sudo systemctl enable network

5. Run the following command to restart the service:



sudo systemctl restart network

Note: After you enable the network, you need to restart it, so the settings
take effect.

Set the Sniffing Interface to Promiscuous Mode

In order for the CPU to receive all of the frames that are traveling across the
network we need to configure the NIC to use promiscuous mode.
Promiscuous mode allows the controller to pass all traffic it receives instead
of just traffic it's programmed to receive. Essentially, this makes the NIC act
as a bridge and allows all information through while only “listening” rather
than making decisions.

1. Run the following command using your NIC, and enter your
password when requested:

sudo ifconfig enp0s5 promisc

2. To check that your NIC is now in promiscuous mode run the
following command and use your NIC:

sudo ip a show enp0s5 | grep -i promisc

The first part of this command is going to show us the same information as
ifconfig, but we add the “ | “ — called a pipe — to send that information to
the grep command and grep the lines that have promisc contained. The grep
command takes out the extra data we do not care about seeing right now and
shows us what we specify.

Install the require Dependencies

1. To install the Dependencies required for Zeek (Bro), run the
following command in the Terminal:

sudo apt-get install cmake make gcc g++ flex bison libpcap-dev
libssl-dev python-dev swig zlibl1g-dev



2. Enter password.
3. Press Y to continue.

T mrepT77es-aTCTIve-uUMTT-Comlbunty disco/matn ands4 4 anded 1.4.15-2 (199 ke]

Get:2 http://es.archive.ubuntu.com/ubuntu disco/main amd64 flex amd64 2.6.4-6.2 [317 kB]
Get:3 http://es.archive.ubuntu.com/ubuntu disco/main amd64 libpython2.7-minimal amd64 2.7.16-2 [335 kB]
Get:4 http://es.archive.ubuntu.com/ubuntu disco/main amd64 python2.7-minimal amd6d 2.7.16-2 [1,318 kB]
Get:5 http://es.archive,ubuntu.com/ubunty disco/main amd6d python2-minimal amdéd 2.7.16-1 [27.8 kB]
Get:6 http://es.archive.ubuntu.com/ubuntu disco/main amd64 python-minimal amdéd 2.7.16-1 [
Get:7 http://es.archive.ubuntu.com/ubunty disco/main amd6d libpython2.7-stdlib amd64 2.7.1
2 [244 K
7

Get:8 http://es.archive.ubuntu.com/ubuntu disco/main amd64 python2.7 amd&4 2.7.16-
Get:9 http://fes.archive.ubuntu.com/ubuntu disco/main amd64 Libpython2-stdlib amd6s 2.7.
Get:1@ http://fes.archive.ubuntu.com/ubuntu disco/main amd64 libpython-stdlib amd64 2.7.
Get:11 http:/fes.archive.ubuntu.com/ubuntu disco/main amd64 python2 amd64 2.7.16-1 [26.5 KB]

Get:12 http://es.archive.ubuntu.com/ubuntu disco/main amd64 python amdGd4 2.7.16-1 [7,836 B]

Get:13 http://es.archive.ubuntu.com/ubuntu disco/main amd64 binutils-common amd6d 2.32-Tubuntud [200 kB]

Get:14 http://fes.archive,ubuntu.com/ubuntu disco/main amd64 libbinutils amd64 2.32-7ubuntud [468 KB]

9% [14 libbinutils 3,365 B/468 kB 1%] 312 kBfs 4min 1s

You can see the list of dependencies come up, to check if the following
Optional Dependencies were previously installed. If they are not, then follow
the next steps.

The following NEW packages will be installed:
binutils binutils-common binutils-xB6-64-linux-gnu bison cmake cmake-data flex g++ g++-8 gcc gee-8 libasanS
libatomicl libbinutils libbison-dev libc-dev-bin libc6-dev libccl-0 libexpatl-dev libfl-dev libgcc-8-dev
Libitml libjsoncppl liblsan® libmpx2 libpcap-dev libpcap@.8-dev libpython-dev libpython-stdlib libpython2-dev
Llibpython2-stdlib libpython2.7 libpython2.7-dev libpython2.7-minimal Uibpython2.7-stdlib libquadmath® librhash@
Llibssl-dev libstdc++-8-dev libtsan@ libubsanl libuvl linux-libc-dev md make manpages-dev python python-dev
python-minimal python2 python2-dev python2-minimal python2.7 python2.7-dev python2.7-minimal swig swig3.@
zliblg-dev

@ upgraded, 58 newly installed, @ to remove and 8 not upgraded.

Need to get 79.9 MB of archives.

Y ou should see the terminal prompt come back up once everything is
installed.

Setting up zliblg-dev:amd6d (1:1.2.11.dfsg-lubuntu2) ...

Setting up g++-8 (6.3.8-6ubuntul) ...

Setting up libpython2.7-dev:amd6d (2.7.16-2) ...

Setting up libpcap-dev:amd6d (1.8.1-6ubuntul) ...

Setting up g++ (4:8.3.8-1lubuntu3) ...

update-alternatives: using fusr/bin/g++ to provide Jfusr/binfc++ (c++) in auto mode
Setting up Libpython2-dev:amdéd (2.7.16-1) ...

Setting up python2.7-dev (2.7.16-2) ...

Setting up python2-dev (2.7.16-1) ...

Setting up Libpython-dev:amdod (2.7.16-1) ...

Setting up python-dev (2.7.16-1) ...

Processing triggers for mime-support (3.68ubuntul) ...

Processing triggers for gnome-menus (3.32.9-lubuntul) ...

Processing triggers for libc-bin (2.29-8ubuntu2) ...

Processing triggers for man-db (2.8.5-2) ...

Processing triggers for install-info (6.5.9.dfsg.1l-4buildl) ...

Processing triggers for desktop-file-utils (8.23-4ubuntul) ...

iwcdev@iwcdev:~%

4. Run the following command to clean up the screen:



clear
Install Optional Dependencies

One useful feature in Ubuntu / Debian Linux is the ability to search for a
program using the apt:

apt search <dependency-name>

The apt utility is a command-lin too for installing, removing, and updating
packages. This tool is used to interact with the linux packaging system. If
the program is available, then you can “apt-get install” the dependency you’re
looking for. Please note that it’s always a good idea to use google to make
sure the apt search result is showing you the newest version, if not you will
want to download it via a different method. You will see how this works in
the following steps.

GEOIP Support with LibmaxMindDB and GeoLite2

Zeek (Bro) has the ability to use LibmaxMindDB’s city or coutry database.
You can sign up for an account at MaxMind. A quick google search will take
you to their website, I do not want to post a link in case the web page
changes. Follow along below in order to install libmaxmind using the apt
utility in linux.

Installing libmaxminddb

1. Search for the libmaxmind dependency:

apt search libmaxminddb


https://amzn.to/3fjmQ2e

iwedev@iwedev:-$ apt search Libmaxminddd
Serting. .. Done

Full Text Search... Done
Libraxmind-db-reader-perl/disco 1.600013-2 =1l

Perl module to read MaxMind D8 files and look up IP addresses
Libeaxmind-db-reader-xs-perlfdisco 1.000007-2 awléd

fast X5 implementation of the MaxMind DB reader

[1ibraxmi ndda-dev/disce 1.3.2-1 amd6d
IF geolocation database Library (development headers)

Libmaxminddo@/disco 1.3.2-1 amdGd
IF gealocation database library

wndb-bin/disco 1.2.2-1 andb4
1P gealacation lockup cownand-line tool

2. Run the following command:

sudo apt-get install libmaxminddb-dev

3. Enter your sudo password, and ensure you select Y and press
enter if prompted during the install.

4. Run the following command to clear the screen:

clear
Installing GeoLite2

1. We will use the Curl command as follows to download geolite2:

cURL is short for “Client URL” and is a tool used to transfer data to or from
a server using several different protocols. Curl is driven by libcurl for all of
its features and is used in the command line or scripts to perform transfer of
data.

curl -o geolite2.tar.gz
“https://geolite.maxmind.com/download/geoip/database/GeoL.ite2-

City.tar.gz”

Note: If this link changes google geolite2 and use the new link.

2. Run the following command to extract the file:


https://geolite.maxmind.com/download/geoip/database/GeoLite2-City.tar.gz

tar -xzvf geolite2.tar.gz

Note: When you try to unzip the tar ball, if it fails, you may have mistyped
the download link. Try to download it again, and make sure you have the
correct link.

This command unzips the tarball.

A tarball or tarfile is a group or archive of files that are compressed
together using the tar command.

3. Move the GeoLite2-City.mmdb file that we just extracted into the
/usr/share/GeolP by typing the following command and ensure your
file name matches the one you downloaded (IE: the date):

sudo mv GeoLite2-City_20190820/GeoLite2-City.mmdb
/usr/share/GeolP/GeoLite2-City.mmdb

Install PF_Ring

PF_Ring is used to improve the packet capture process and increase capture
speeds. It is a packet polling tool used with the NICs by using Linux NAPI.
INAPI takes the packets and copies them when they enter the NIC using a
circular buffer, and then it sends it to the userland application that will then
read the packets from the buffer ring. PF_Ring is used to handle a lot of
network data at one time and will help you optimize your network hardware
to capture packets efficiently while taking some of the load off of your CPU.
Let’s face it, even if you’re using the best processing power you can buy it’s
always a good idea to lower your CPU utilization. Likewise, this allows your
CPU to work harder on other tasks while still ensuring the best capture rates.

For our purposes, we are placing PF_Ring into the Opt folder because that is
typically where any addon package is placed. The Opt folder normally has
opt/’package name’ or opt/’provider’. This is similar to windows tree with



C:\Windows\Program Files\”program Name”, where package is the name of
the program for Linux. The “provider” name is typically the LANANA
(Linux Assigned Names and Numbers Authority) name that has been
registered by the vendor.

Note: Each installation differs depending on the permissions you have set
on your version of Linux. Sometimes you will need to use the sudo
command, or just use the sudo su command to switch to super user. You
should know when the command doesn’t work, and then you will need to
escalate your privileges.

1. Run the following command for dependencies:

sudo apt-get install bison flex

fsg-1buildl).

0 not upgraded.

2. Change to the /opt directory by using the following command:
cd /opt

3. Download PF_RING by using the following command:

git clone https://github.com/ntop/PF_RING.git

Cloning into "PF_RING'...

4. Change to the following directory:
cd PF_RING/kernel
5. Run the following command to install:

make


https://github.com/ntop/PF_RING.git

The make utility uses a file named makefile to compile a large program that
needs to be recompiled after targets are supplied. The make command
compiles object files that correspond to modified source files from the
installation package.

6. Run the following command:
sudo make install
7. Run the following command and enter the sudo password:

sudo insmod ./pf_ring.ko enable_tx_capture=0
min_num_slots=32768

Note: insmod is short for “Insert module.” The Insert module is a utility
that loads the specified kernel modules into the kernel.

8. Run the following command:

cd ../userland
Is

9. Run the following command:
make

At this point, you will see the installation process. Now we need to install the
latest version of PF_RING libraries and the kernel module:

Install PF_RING Kernel Modules

1. Change to the /opt/PF_RING/userland/lib directory by running the
following:

cd lib

2. Run the following command:



Jconfigure --prefix=/opt/PF_RING

3. Run the following command:
make

4. Run the following command:
make install

5. Performing the following:
cd ../libpcap

6. Run the following command:
J/configure --prefix=/opt/PF_RING

7. Run the following command:
make

8. Run the following command:
make install

9. Run the following command:
cd ../tcpdump-4.9.2

10. Run the following command:

J/configure —prefix=/opt/PF_RING

11. Run the following command:

make



12. Run the following command:

make install

13. Run the following command:

cd ../../kernel

14. Run the following command:
Make
15. Run the following command:

sudo make install
16. Run the following command:
modprobe pf_ring enable_tx_capture=0 min_num_slots=32768
17. Run the following command to ensure it took:
modinfo pf_ring
Configure pf_ring
1. Run the following commands:

mkdir /etc/pf_ring/
sudo touch /etc/pf_ring/pf_ring.conf

2. Run the following command:
echo "min_num_slots=32768" > /etc/pf_ring/pf_ring.conf

Note: You might need to add write file permission to the pf_ring.conf file
located in the /etc/pf_ring/ directory using the chmod command (ex: chmod



666 or 777)



Install Zeek (Bro)

1. Change to the /tmp directory by running the following command:

cd /tmp

2. Run the following command to switch to super user do, and enter
passwd:

sudo su
3. Run the following command to download Zeek (Bro):

git clone --recursive https://github.com/zeek/zeek

4. Change directory to the Zeek (Bro) folder:

cd zeek

5. Run the following command:

.J/configure --with-pcap=/opt/PF_RING --with-
geoip=/usr/share/GeolP --prefix=/opt/zeek/

Note: you can run the ./configure --help command to view all the options
you can assign to cater this build to what you want it to do.

Note: You do not have to use the Libmaxminddb by enabling GeolP, this is
just what I chose to use for this build.

6. Run the following command:
make
Note: This takes a while to compile.
7. Run the following command:

make install


https://github.com/zeek/zeek

8. Run the following 2 commands:

echo “SPATH:/opt/zeek/bin” > /etc/environment
export PATH=/opt/zeek/bin:$SPATH

9. Run the following command at the terminal:
reboot

Configuring Zeek (Bro)

1. Change to the opt/zeek/etc directory and

cd /opt/zeek/etc

2. rtun the following command:

sudo nano node.cfg

3. Edit the node config file to your configuration. I changed the
following for this setup:

Note: You need to setup the appropriate interfaces within your node.cfg
file; use the interfaces that we found earlier using ifconfig. You may have
to add lines and erase the # out of lines. This will all be dependent on what
you are doing and what your setup is like. In order to use the Ib_method,
which stands for load balancing, you need to use workers. If you run stand
alone, you won’t be able to set those parameters. You will see within the
config file what I mean.

4. Hit ctrl-x to exit. Type Y and hit enter.
5. Save the file as node.cfg and hit enter.
6. The following command to edit the networks.cfg, ensure you are in

the opt/zeek/etc directory, or whichever directory you saved Zeek
(Bro) in.

sudo nano networks.cfg



# List of ocal networks in CIDR notation, optionally followed by a
# descriptive tag.
# For example, "10.6.0.6/8" or "fef0::/64" are valid prefixes

lo.0.0.0/8 Frivate IP space
172.16.0.68/12 Private IP space
192.168.6.0/1¢€ Private IP space
16.211.55.0/24 Private IP space

Note: Enter the IP space you are working within, and use CIDR notation,
and you can write optional descriptions to make it easy to remember, if you
want to block out any address range, place a # to the left of the line.

If you want to edit the scripts that Zeek (Bro) uses, you can use # at the
beginning of the line and turn the script on or turn off scripts by placing a #
next to the line portion that has @. I left these alone during this walk through.
I just want you to see that there is an option to do so.

Run Zeek (Bro)

1. Run the following command to give Zeek (Bro) binaries permission
to capture packets:

sudo setcap cap_net_raw,cap_net_admin=eip /opt/zeek/bin/zeek
sudo setcap cap_net_raw,cap_net_admin=eip /opt/zeek/bin/zeekctl

2. To start Zeek (Bro) perform the following command:
sudo zeekctl
or
sudo ./zeekctl

Note: If you’re not SU, you need to run the command using sudo. Also,
sometimes the file will not be automatically loaded, so you must go to the
/opt/zeek/bin folder and run the ./zeekctl command to launch the program,
its hit or miss on whether it will take sometimes.



root@iwcdev:/opt/zeek/etc# zeekctl
Hint: Run the zeekctl "deploy" command to get started.

Welcome to ZeekControl 2.0.0-6

Type "help" for help.

3. Then run the following command:

Install

Note: You only need to run install the first time using Zeek (Bro).
4. Then run the following command:

deploy

5. To ensure Zeek (Bro) is running perform the following command:

status

6. Run the following command to permanently save the zeekctl
launch command.

nano ~/.profile

7. Add the following line to the .profile file:
PATH="$HOME/bin:/opt/zeek/bin:$HOME/.local/bin:$SPATH"

8. Run the following command to see if Zeek (Bro) is working:

tail -f /opt/zeek/logs/current/conn.log

Note: You should see a similar output as the following picture.



This concludes our Zeek, and PF_ring installation and usage walkthrough!
For this walkthrough we covered how to configure Ubuntu for capturing
packets, installed the required dependencies, and performed the successful
installation of pf_ring and Zeek (Bro).

In the next section we are going to talk about Tor and install it. I know
you’re asking yourself, why would we install Tor when we are working with
ELK stack, and Zeek. To answer your question, we are going to cover a set
of signatures that you can use to start your SIEM and monitor traffic on the
network. It’s important to know what traffic could be potentially bad. I have
included a signature that will detect tor traffic on the network. If you are
seeing Tor traffic on your network, there is a very high probability that
something malicious is taking place, or something that a user might not want
you to see. In a business setting there usually isn’t a reason you would want
a user on the network tunneling their traffic through Tor. Tor can allow
people to exfiltrate data, or hide their identity and location while doing illegal
activity.



Tor

Tor is arguably the most prominent tool for browsing the internet while
providing privacy and anonymity. There are several methods for staying
anonymous on the internet, and Tor’s Onion routing method, is one of the
most successful methods available. Onion routing is the method of ensuring
the contents of data transmissions is encrypted during routing until it reaches
the exit node while hiding the source of the transmission. Onion routing
works by establishing a connection from point A to the destination at point B,
but it takes several detours along the way using an encrypted chain of relays
that is referred to as “onion routing.” The network communications from
point to point down the chain are encrypted, and each node is a relay, and
each relay only knows which relay it received information from, and which
relay it is sending to next. In theory, this method will make it harder to figure
out where the transmission came from after it has passed through multiple
relays. Tor communications use an encrypted private network path, called a
“circuit,” and creates several layers using relays. The “Onion method”
proves to be an effective way of hiding the transmitting hosts identity, and
the contents of the transmission. Tor used with additional proxies, and VPNs
make it even harder for network communications to be deciphered.

Tor uses volunteers and sponsors to establish the relays, and new users to Tor
can opt to join the Tor network as a relay. Tor’s communications are
considered low latency because the Tor network creates its own private
network path, called a circuit, rather than stick to the shortest path method
utilized by most Internet Service Providers. The last relay in the
communication path in the Tor network is referred to as the “exit relay.” All
network connections in the Tor network are encrypted from the first relay to
the exit relay.

Please be aware that if you choose to be part of the Tor network and host
relays, that running an exit relay can have some legal implications. Exit
relays are the last interface from the Tor network onto the internet, and any
activity that is legal, or illegal is carried from the exit relay to its final
destination. Tor is not always used for innocent network transmissions, so it
is advised that exit relays are ran by hosting companies and not hosted
personally at a household. Furthermore, you should notify your Internet



Service Provider about potential issues that could come from hosting an exit
relay.

Tor has several uses for criminal investigations and is commonly used by
Law Enforcement (LE) agencies. Tor allows LE to surf the web without
leaving any trace which is important to protect their identity from suspecting
criminals. It is easy for the host of an illegal web site to check logs for IP
addresses, and if multiple connections from a government IP address were
detected it would tip off the suspect that there may be an ongoing
investigation into their illegal activity. Likewise, Tor is also used for sting
operations to keep LE anonymous when conducting web transactions. Tor
can also be used by LE for “tip lines” because they allow users to remain
anonymous and this fosters a trusting environment for potential informants.

Please remember, before you surf the web using Tor that you should not
conduct illegal activity. If you are trying to remain anonymous do not login
to your email, social media accounts, or any other identifying internet
accounts. If you are simply using Tor for location obscurity, and encryption
in order to be security conscious then Tor is a great tool. If you want to
remain anonymous you need to remember to shy away from any actions that
can be used to identify you while using Tor.

This walk through is going to cover how to Install and configure Tor,
Privoxy, and Tor Browser. You will also learn how to use a script that can be
made to turn on Tor, and the Tor Services, or turn it off with a simple
command. The reason we are going over this is because it is important to see
what Tor traffic looks like later, and we will configure a signature to detect it
on your network. In order for you to see how that works, you need to have a
computer that is running tor.

This install will cover the following:

Installing Tor

Installing Privoxy

Installing Tor Launching Script

Using Tor and Privoxy

Create a Script to Toggle Tor Circuit and Services On and Off
Give Users Permission to Start the Tor Service Without Sudo



Password
e Install Tor Browser

Installing Tor

This method of installing Tor uses your general network proxy to use
SOCKS proxy and is applied to the system, and not just a specific browser.
SOCKS can be configured two ways. The first way to use SOCKS is within
the application, and the second way is to configure a global SOCKS proxy
configuration that uses an external wrapper to force the application to use
socks. Setting up the proxy will be covered in the Using Tor and Privoxy
section of this walk-through.

1. Run the following command to install apt-transport-https and
enter your sudo password:

sudo apt install apt-transport-https curl

Note: This is performed so that you can get the repository key using
https repositories using the curl command.

2. Run the following command to perform root user functions:
sudo -i

3. Run the following commands to add the Tor Repository to the
sources.list.d file:

echo "deb deb.torproject.org/torproject.org/ $(Isb_release -cs)
main" > /etc/apt/sources.list.d/tor.list

4. Run the following command to download the tor key:

curl
deb.torproject.org/torproject.org/A3C4F0F979CAA22CDBAS8F512F

| gpg --import



root@iwcdev:~# curl https://deb.torproject.org/torproject.org/A3C4FOF979CAA22CDBA8F512EE8CBCIE886DDD8Y
.asc | gpg --import
gpg: directory '/root/.gnupg' created
gpg: keybox '/root/.gnupg/pubring.kbx' created
% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left Speed
19665 100 19665 0 0 16497 0 0:00:01 0:00:01 --:--:-- 16497

: key EE8CBCOE886DDD89: 36 signatures not checked due to missing keys
: /root/.gnupg/trustdb.gpg: trustdb created
: key EE8CBC9E886DDD89: public key "deb.torproject.org archive signing key" imported
: Total number processed: 1
g imported: 1
: no ultimately trusted keys found
root@iwcdev:~# [J

5. Run the following command to add the gpg key:

gpg --export
A3C4F0F979CAA22CDBA8F512EES8CBCIE886DDD89 | apt-key

add -

6. Run the following command to update Advanced Package Tool
(APT):

apt update

root@iwcdev:~# apt update
Hit:1 http://es.archive.ubuntu.com/ubuntu disco InRelease
Get:2 http://es.archive.ubuntu.com/ubuntu disco-updates InRelease [97.5 kB]

Get:3 http://es.archive.ubuntu.com/ubuntu disco-backports InRelease [88.8 kB]
Get:4 http://es.archive.ubuntu.com/ubuntu disco-security InRelease [97.5 kB]
Hit:5 https://artifacts.elastic.co/packages/7.x/apt stable InRelease

Note: APT is a tool used in the Terminal in Linux that allows for dpkg
packaging system to manage software installations. APT is preferred of
the standalone dpkg manager because it is user friendly and will install,
update / upgrade, or remove packages.

7. Run the following command to install Tor, tor-geoipdb, torsocks,
and the deb.torproject.org-keyring:

sudo apt install tor tor-geoipdb torsocks deb.torproject.org-keyring



root@iwcdev:~# sudo apt install tor tor-geoipdb torsocks deb.torproject.org-keyring
Reading package lists... Done
Building dependency tree
Reading state information... Done
Suggested packages:
mixmaster torbrowser-launcher socat tor-arm apparmor-utils obfs4proxy
The following NEW packages will be installed:
deb.torproject.org-keyring tor tor-geoipdb torsocks
0 upgraded, 4 newly installed, © to remove and 4 not upgraded.
Need to get 2,437 kB of archives.
After this operation, 12.9 MB of additional disk space will be used.
:1 http://es.archive.ubuntu.com/ubuntu disco/universe amd64 torsocks amd64 2.3.0-1 [61.1 kB]
:2 https://deb.torproject.org/torproject.org disco/main amd64 deb.torproject.org-keyring all 2018
.06 [4,922 B]
:3 https://deb.torproject.org/torproject.org disco/main amd64 tor amd64 0.4.1.6-1~disco+1 [1,425

:4 https://deb.torproject.org/torproject.org disco/main amd64 tor-geoipdb all 0.4.1.6-1~disco+1 [
kB]
Fetched 2,437 kB in 13s (189 kB/s)

Selecting previously unselected package deb.torproject.org-keyring.
(Reading database ... 295285 files and directories currently installed.)

Installing Privoxy

Privoxy is a web proxy that filters web page data and HTTP headers to
remove adds and other unwanted content.

1. Run the following command to install Privoxy:

sudo apt install privoxy
and

press yes to continue

root@iwcdev:~# sudo apt install privoxy

Reading package lists... Done

Building dependency tree

Reading state information... Done

The following additional packages will be installed:
doc-base libuuid-perl libyaml-tiny-perl

Suggested packages:

rarian-compat
The following NEW packages will be installed:
doc-base libuuid-perl libyaml-tiny-perl privoxy
0 upgraded, 4 newly installed, 0 to remove and 4 not upgraded.
Need to get 617 kB of archives.
After this operation, 2,716 kB of additional disk space will be used.
Do you want to continue? [Y/n]

2. Run the following command to edit the Privoxy Config file:

sudo nano /etc/privoxy/config

3. Paste the following line at the very end of the config:



forward-socks5 / localhost:9050 .

Note: the period is intended after this line, so ensure you have the
space and period at the end.

GNU nano 3.2 /etc/privoxy/config

forward-socks5 / localhost:9050 .[Jj

4. Hash (#) out the logfile logfile line in the /etc/privoxy config:

logfile logfile

Note: It should look like the following:

5. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”

NOTE: Do not change the file name.

press “Return”



6. Run the following command to restart the Privoxy Service:

sudo systemctl restart privoxy
Using Tor and Privoxy

1. Run the following command to ensure the Tor service is running:
sudo systemctl start tor

2. To use torsocks with a specific program just use the following
command:

torsocks program_name

Note: Replace “program_name” with the program name you want to run,
and it will run the program with torsocks enabled. Below is an example of
running curl ipv4.icanhazip.com. The first box is masked for obvious
reasons, but it will return your default ip address by running the following
command: curl ipv4.icanhazip.com. If you run torsocks curl
ipv4.icanhazip.com it will return a different IP address, because the
torsocks is enabled for that program.

root@iwcdev:~# curl ipv4.icanhazip.com

:=# torsocks curl ipv4.icanhazip.com

185.220.101.3

root@iwcdev:~# |

If you received an error running the torsocks command, the tor service may
need to be turned on. It is worth noting that attempting to run torsocks
firefox, or torsocks google-chrome will not work with the command line
tool, so you will need to perform the following steps to manually enable tor
socks5 proxy.

Note: The following steps require network manager; if you do not have
Network Manager installed run the following command:

apt-get install network-manager



root@iwcdev:~# apt-get install network-manager

Reading package lists... Done

Building dependency tree

Reading state information... Done

he following packages were automatically installed and are no longer required:

linux-image-5.0.0-25-generic linux-modules-5.0.0-25-generic
linux-modules-extra-5.0.0-25-generic

se 'apt autoremove' to remove them.

he following additional packages will be installed:

dns-root-data dnsmasq-base libbluetooth3 libmbim-glib4 libmbim-proxy libndp®

3. Go to Settings and Perform the following:

Click Network
Click the Manual Icon in the Network Proxy settings area

M Region & Language
@ Universal Access Not set up

& Online Accounts
Network Proxy

W Privacy
@ Applications
<5 Sharing

© Sound

Ce Power

%o Devices >

4. Under the Network Settings and Network Proxy settings
configure the following:

Click Manual

Enter Localhost and change the port to 9050 in the Socks Host
configuration box.

Note: Leave everything else the same.



Network Proxy

(o) Manual
() Disabled

HTTP Proxy

HTTPS Proxy

FTP Proxy

ISocks Host  localhost 9050 - + II

lgnore Hosts  localhost, 127.0.0.0/8, ::1

5. Perform the following commands to restart the NetworkManager,
and Tor services:

systemctl restart NetworkManager.service

systemctl restart tor

root@iwcdev:~# systemctl restart NetworkManager.service
root@iwcdev:~# systemctl restart tor

root@iwcdev:~# [j

6. Go to the following web address to see if your tor is working
correctly after setting up the manual Proxy:

check.torproject.org



& C @ © & https://check.torproject.org oee nd n o ¢

This page is also available in the following languages: Sals][H3} e

"4

()

Congratulations. This browser is
configured to use Tor.

Your IP address appears to be: 51.75.71.123

Note: You should see an output similar to this one, but with a different IP
address. This is how you will know if Tor is working correctly. Ensure the
IP address showing is not your actual IP address prior to running Tor.

If you want to disable Tor, you can go back into the proxy settings and
change it from manual to none. If you want to be able to turn off the proxy
setting by performing a command at the terminal, then follow the next part of
this walk through.

Create a Script to Toggle Tor Proxy and Services On and Off
Note: Ensure you are still the Super User before starting the following steps.

1. Run the following command to change directory to the /bin
directory:

cd /usr/bin
Note: Ensure you are the SU account.
2. Run the following command to create torswitch.

nano torswitch

3. Paste the following information into the file:



#!/bin/bash

case "$(gsettings get org.gnome.system.proxy mode)" in
"'none'") gsettings set org.gnome.system.proxy mode "'manual'"
echo "Tor Enabled" && sudo systemctl start tor && sudo
systemctl start privoxy;;

"'manual'") gsettings set org.gnome.system.proxy mode "'none'"
echo "Tor Disabled" && sudo systemctl stop tor && sudo
systemctl stop privoxy ;;

esac

GNU nano 3.2 torswitch Modified

"$(gsettings get org.gnome.system.proxy mode)"

“'none'") gsettings org.gnome.system.proxy mode " ‘'manual'"
| “"Tor Enabled" sudo systemctl start tor sudo systemctl start privoxy
" 'manual'") gsettings org.gnome.system.proxy mode "‘none'"
| "Tor Disabled" sudo systemctl stop tor sudo systemctl stop privoxy

1. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”

NOTE: Do not change the file name.
press “Return”

Note: Regular system users that do not have permission to start
services will have to use the Sudo account password when running the
script to start the services. The next section in this walk-through will
show you a work around to add users to the sudoer file to allow
execution of services without having to enter sudo password.

4. Run the following command to give the file execute privileges:

chmod a+x /usr/bin/torswitch

5. Run the following command to turn the Tor Proxy, and services on



and off:

torswitch

root@iwcdev:/usr/bin# torswitch
Tor Disabled

root@iwcdev:/usr/bin# torswitch
Tor Enabled
root@iwcdev: /usr/bin# |

6. Run the following command to see the status of the Tor Service
and ensure the script is working properly:

sudo systemctl status tor

Note: The output should show the tor services are off if the script output
says, “Tor Disabled.” Likewise, the service should say its active if the script

says, “Tor Enabled.”

root@iwcdev:/usr/bin# torswitch
Tor Disabled
root@iwcdev:/usr/bin# torswitch
Tor Enabled
root@iwcdev:/usr/bin# systemctl status tor
tor.service - Anonymizing overlay network for TCP (multi-instance-master)
Loaded: loaded (/lib/systemd/system/tor.service; enabled; vendor preset: enab
Active: since Sun 2019-11-03 20:57:12 EST; 3min 14s ago
Process: 3699 ExecStart=/bin/true (code=exited, status=0/SUCCESS)
Main PID: 3699 (code=exited, status=0/SUCCESS)

Nov 03 20:57:12 iwcdev systemd[1l]: Starting Anonymizing overlay network for TCP
Nov 03 20:57:12 iwcdev systemd[1]: Started Anonymizing overlay network for TCP (
lines 1-8/8 (END)

When you start Tor with Super User, the .cache/dconf cache ownership is
taken by the Super User. If you switch to a regular system user, you will see
an error similar to the following picture. The Tor service will still work, but
you’ll see these errors. If you did not start the Torswitch program with a
Root or Super User account, then you won'’t see this error when using Tor as
a regular user, but you will need to enter the sudo password to start the
service if your user doesn’t have permission.



root@iwcdev:/usr/bin# torswitch
or Enabled
root@iwcdev:/usr/bin# su iwcdev

; $ torswitch

(process:3922): dconf- ol : unable to create file '/home/iw
cdev/.cache/dconf/user': Permission denied. dconf will not work properly.

(process:3922): dconf- EX : unable to create file '/home/iw
cdev/.cache/dconf/user': Permission denied. dconf will not work properly.

(process:3925): dconf- et : unable to create file '/home/iw
cdev/.cache/dconf/user': Permission denied. dconf will not work properly.

(process:3925): dconf- il : unable to create file '/home/iw
cdev/.cache/dconf/user': Permission denied. dconf will not work properly.

(process:3925): dconf- Ek : unable to create file '/home/iw
cdev/.cache/dconf/user': Permission denied. dconf will not work properly.

(process:3925): dconf-WARNING **: : failed to commit changes to dcon
f: Could not connect: Connection refused
or Enabled

s 1l

Giving Users Permission to start the Tor Service without Sudo
Password

If you want to allow a user to be able to use the Tor Script without the Sudo
password that normal wouldn’t have permissions to run Root level
commands perform the steps below. In this part of the walk-through we are
going to use visudo to edit the sudoer file. The sudoer file is very sensitive to
improper syntax, so you do not want to edit it on your own just in case you
make a mistake. Use visudo because it will validate the syntax before

saving. Failure to use proper syntax in the sudoer file can render your system
useless because it can make it impossible to gain elevated privileges after you
make a mistake.

1. Run the following command to open the temporary sudoer file
using visudo:

visudo

2. Enter the following information to allow IWC dev to start, stop, and
check the status of the Tor Service, and to start the service without
needing a password:

username ALL = /etc/init.d/tor
username ALL = NOPASSWD: /etc/init.d/tor



username ALL = /bin/systemctl start tor

username ALL = /bin/systemctl stop tor

username ALL = /bin/systemctl restart tor

username ALL = /bin/systemctl status tor

username ALL = NOPASSWD: /bin/systemctl start tor
username ALL = NOPASSWD: /bin/systemctl stop tor
username ALL = NOPASSWD: /bin/systemctl restart tor
username ALL = NOPASSWD: /bin/systemctl status tor

(o} root@iwcdev: /bin

GNU nano 3.2 /etc/sudoers.tmp

/etc/init.d/tor

NOPASSWD: /etc/init.d/tor
/bin/systemctl start tor
/bin/systemctl stop tor
/bin/systemctl restart tor
/bin/systemctl status tor

NOPASSWD: /bin/systemctl start tor
NOPASSWD: /bin/systemctl stop tor
NOPASSWD: /bin/systemctl restart tor
NOPASSWD: /bin/systemctl status tor

3. Enter the following information to allow IWC dev to start, stop, and
check the status of the Privoxy Service, and to start the service
without needing a password:

username ALL = /etc/init.d/privoxy

username ALL = NOPASSWD: /etc/init.d/privoxy

username ALL = /bin/systemctl start privoxy

username ALL = /bin/systemctl stop privoxy

username ALL = /bin/systemctl restart privoxy

username ALL = /bin/systemctl status privoxy

username ALL = NOPASSWD: /bin/systemctl start privoxy
username ALL = NOPASSWD: /bin/systemctl stop privoxy
username ALL = NOPASSWD: /bin/systemctl restart privoxy
username ALL = NOPASSWD: /bin/systemctl status privoxy



/etc/init.d/privoxy

NOPASSWD: /etc/init.d/privoxy
/bin/systemctl start privoxy
/bin/systemctl stop privoxy
/bin/systemctl restart privoxy
/bin/systemctl status privoxy

NOPASSWD: /bin/systemctl start privoxy
NOPASSWD: /bin/systemctl stop privoxy
NOPASSWD: /bin/systemctl restart privoxy
NOPASSWD: /bin/systemctl status privoxy

Note: Ensure you replace username with the actual username you’re
setting these permissions for. If you need to put multiple users just keep
adding the lines and replacing the username.

4. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”

NOTE: Do not change the file name.
press “Return”
Install Tor Web Browser

The Tor Web Browser routes traffic through the Tor network and encrypts
the network traffic protecting it from surveillance and analysis similar.

1. Run the following command to install the Tor Browser:
sudo apt-get install torbrowser-launcher
2. Press Y to continue and hit return.

Note: If you did not go through the steps of installing the Tor Proxy,
you need to go back to the beginning section and install the Tor Proxy.

3. Run the following command from the Terminal to launch Tor:

torbrowser-launcher



Note: you can’t run this command as a Root user. If you are still the
root user run the following command, and then go back to step 3.

4. Run the following command and replace iwcdev with your regular
user account if you’re currently using a root account:

su iwcdev

Repeat step 3 and then skip to step 5.

root@iwcdev:/usr/bin# su iwcdev
: $ torbrowser-launcher

Tor Browser Launcher

By Micah Lee, licensed under MIT
version 0.3.1

Connect to Tor X

T@I‘ | Browser

Click “Connect” to connect to Tor.

Click “Configure” to adjust network settings if you are in a country that censors Tor (such as Egypt,
China, Turkey) or if you are connecting from a private network that requires a proxy.

Connect Configure

For assistance, visit support.torproject.org/#connectingtotor

Quit

Note: You will see a download box, then a screen should pop up saying
connect to Tor up top.

5. Click Connect.

6. Go-to the following URL to check and see if your browser is
correctly using tor:



check.torproject.org

Note: The Tor Browser should work even if you have not run the
“torswitch” script. Please note that the browser only uses Tor through
the browser, so for any other communications you need to use the
“torswitch” script to enable the global Tor proxy.

& Congratulations. This bro X | =4

&« C @ @& nhttps://icheck torproject.org Vo Oy

This page is also available in the following languages: [l =le[[H] v

Congratulations. This browser is configured to use Tor.

Your IP address appears to be: 64.71.142.240

Please refer to the Tor website for further information about using Tor safely. You are now free to browse the Internet anonymously. For
more information about this exit relay, see: Relay Search.

Donate to Support Tor

Tor Q&A Site | Volunteer | Run a Relay | Stay Anonymous

This concludes our walk-through for setting up Tor. We learned how to
install and configure Tor, Privoxy, and Tor Browser. Remember that using
Tor is only as good at covering your tracks as you allow it to be. If you log
into websites, applications, or services that you normally would use in
everyday life, you can easily be identified even though your transmissions are
encrypted and relayed through the Tor network.

The writer and publisher of this article do not condone the misuse of Tor for
illegal activity. This is purely instructional for the purposes of anonymous
surfing on the internet for legal usage and for testing Tor traffic monitoring
in a subsequent article.

In the next section we will go over the installation and configuration process
for how to ingest the Zeek (Bro) logs into Elasticsearch using Filebeat,



Logstash, and lastly, setting up Kibana to visualize the data. We will learn
how to create a very powerful setup using IDS and network monitoring for
use with many different types of network monitoring infrastructures. This
setup will effectively function as a Security Information Event Monitoring
system (SIEM).



Elastic Stack (ELK) and Zeek (Bro)

The Elastic Stack is often referred to as the ELK Stack and is a software suite
made by Elastic. The ELK Stack is used to ingest data from many sources
and in many different formats giving the end user a way to visualize and
analyze the data instantly. Elastic products are open source and highly
customizable allowing for customization in many different environments.
The heart of Elastic Stack is Elasticsearch which is used to search for and
analyze data using a Lucene style full-text search engine. Elasticsearch can
be used on a single node or hundreds of nodes and it will still perform the
same way.

Elasticsearch scales horizontally allowing for it to manage a high number of
events allowing it to easily manage how the data is distributed across the
cluster. Elasticsearch receives its data by ingesting it from shipping metrics
within apps that they refer to as “Beats.” In this installation we are going to
use Filebeat to send data from Zeek to Elasticsearch via the built in Zeek
Module contained within Filebeat. Alternatively, we are going to configure
Filebeat to send logs to Logstash for use with a data collection pipeline that
can be used to view data from several programs besides just the Zeek IDS.
Elasticsearch uses a program called Kibana to visualize the data that is
ingested and indexed within the Elasticsearch cluster.

Kibana provides real-time visualization of the data that Elasticsearch
indexes. You can create heat maps, waffle charts, and graphs to give
presentations, or simply provide a method to manage and monitor data. The
great thing about Kibana is you can use it to show trends quickly and
efficiently without having to dig through large amounts of logs manually.

Logstash processes data through a pipeline that is ingested from multiple
sources simultaneously, and then it manipulates that data however you decide
before sending it to Elasticsearch. The great part about Logstash is that you
can change the way the data is parsed, and how you view it within Kibana.
Logstash supports input from a wide array of sources, and can manage data
from web applications, logs, metrics, AWS services and it can stream the data
real time. Furthermore, Logstash can use structured and unstructured data
with grok, which is a term used by Elastic that means it can parse



unstructured data and translate it into something structured allowing for you
to be able to perform queries. Grok works really well for data that that is not
a regular expression and you can use the dissect option for data that is
reliable and repeated.

GeolP is a feature used in Elasticsearch that uses GeoLite2 to decipher geo
coordinates from IP addresses. GeoLite2 is the IP geolocation database used
in both Logstash and Elasticsearch, but this method only shows a location
area and does not pinpoint the IP to a specific address. IP Geolocation shows
a radius based off a latitude and longitude. In this walk through we will use
Geoip for Logstash, and the Zeek Module to show where traffic outside the
network is coming from.

Filebeat is the lightweight shipper we will use for shipping logs from Zeek
(Bro) in this walkthrough. Filebeat allows you to send thousands of logs
from servers, Virtual Machines, and containers allowing for centralization of
the data. Filebeat uses an aggregated format that you can visualize real-time
in Kibana. Furthermore, the beauty of Filebeat is the fact that it comes with
several internal modules that are already preconfigured to handle logs from
several popular applications that simplifies the collection and parsing of data.
Filebeat also has dashboards that are preconfigured with popular examples of
data analyzers that are displayed with-in Kibana dashboards. Another great
feature that Filebeat offers is the ability to slow down the speed that it sends
logs to Logstash or Elasticsearch; This feature is called the “backpressure-
sensitive protocol” and either program will notify Filebeat to slow down
sending data while it is processing, and will notify Filebeat to continue
shipping information once it has caught up.

For this walkthrough we are going to go over how to install, and configure
Elasticsearch, Filebeat, Kibana, and Logstash to ingest logs from Zeek (Bro)
to perform analyzation and real-time monitoring. The installation process
was extremely straight forward when installing these programs, and the
Elastic website offers a plethora of documentation for customization and
configuring. The configuration portion of ELK is a bit more difficult because
there are so many possibilities for how to ingest data, and adding in pipelines,
formatting, and displaying data.

Before we start the walk through, I just want to give you a little background



on how the experience went for me personally. I have never used, installed,
or configured Zeek (Bro), or the ELK stack prior to this write up. I went into
this scenario as a beginner, and at first the whole installation went off without
a hitch. If you do a google search and look for other installation
walkthroughs you will quickly notice that most stop after the installation is
complete. Many of the installations will have different methods for using and
configuring Filebeat and Logstash. When I started working on this project, I
wanted to be able to use Zeek (Bro) and ELK together in order to have the
entire functionality of GeolP, and analyzation. It seemed like it would be
pretty simple at first, and the documentation on the website goes into great
detail on concepts. However, ’'m not a programmer so as a newcomer it took
a lot of time to research and see how these modules work together, and how
the configuration works to make things happen the way I wanted. Also, I had
a few hiccups with Logstash being indexed properly into Elasticsearch, which
you will see in more detail in the alternate installation portion of this write-

up.

My goal here is to explain some of the things I learned during this trial and
error process and also show how to perform this process for any user of any
skill level. The configuration files for the ELK stack are written in YAML
Ain’t Markup Language (YAML or YML), and JavaScript Object Notation
(JSON). YML coding uses spaces for indentation, not tabs, and Elastic uses
2 spaces per indentation level on their default configuration files and Elastic
recommends users to use the same format. In order to test your YML files
you can run the following command to make sure you do not have any sytanx
errors:

filebeat test config -c NAME_OF_FILE.yml

Use single quotation marks when using regular expressions because this will
help work around YAML'’s string escaping issues. It is also recommended by
Elastic to use single quotation marks when using paths. YAML’s parser has
issues identifying numeric fields that have a zero (0) for the first character, so
use single quotation marks when using numbers like 07; YAML will convert
this number to a float if you neglect using single quotes.

The JSON filter plugin is a parsing filter built into Logstash that is used to
display data from fields that are made with JSON and expands them for use



as a Logstash event. If this event fails it will display _jsonparsefailure, and
the data will remain untouched. The JSON files are setup similar to the YML
files by using the two-space convention. The following are JSON filter
plugin options:

filter {
JSON {
source => “message”
target => “doc”
add_field => { “foo_%/{a_field}” => “Some text, from %{host}” }
add_tag => [ “foo_%{some_other_field}” , “a
second_tag_if needed” ]

NOTE: For the add_tag option you can specify as many tags as needed, or
just use one.

id => “XYZ”

remove_field => { “foo_%/{a_field}” => “Some text, from %{host}” }
remove_tag => [ “foo_%{some_other_field}” , “a
second_tag_if_needed” ]
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Preconfigure the NIC to use Promiscuous Mode

1. Run the following command:

ethtool -K enp0s5 rx off tx off tso off ufo off gso off gro off Iro off

root@iwcdev: /# ethtool -K enpBs5 rx off tx off tso off ufo off gso off gro off 1
ro off

Cannot change rx-checksumming

Cannot change udp-fragmentation-offload

Cannot change large-receive-offload

root@iwcdev: /#

2. Run the following 2 commands to enable promiscuous mode and
ensure you use your specific network adapter name (I used
enp0s5):

sudo ifconfig enp0s5 promisc
sudo ip a show enp0s5 | grep -1 promisc

S

Note: The first command enables promiscuous mode for your network
adapter, and the second command shows you if the network adapter is
running in promiscuous mode. Likewise, if you run the second



command and do not get an output then you are not in promisc mode.
The “ip a” command shows an output similar to ifconfig normally, but
we used the | “pipe” to send that output to the next command “grep”
and used grep to show lines that contained “promisc” in order to cut
out the clutter.

Installing Elasticsearch

Please take note that when you install ELK, the whole stack needs to be the
same version. They have already released version 7.4. I wrote this
walkthrough using 7.3.1 and 7.4 was release during editing; the installation
steps are still the same.

1. Download and install the public signing key by using the
following command:

wget -qO - artifacts.elastic.co/GPG-KEY -elasticsearch | sudo apt-
key add -

2. Install the APT repository using the following command:

sudo apt-get install apt-transport-https

—

3. Run the following command to add the elastic repository to your
sources list:


https://artifacts.elastic.co/GPG-KEY-elasticsearch

echo “deb artifacts.elastic.co/packages/7.x/apt stable main” | sudo
tee -a /etc/apt/sources.list.d/elastic-7.x.list

e——

4. Run the following command and enter your sudo password:
sudo apt-get update && sudo apt-get install elasticsearch

5. Run the following command to configure Elasticsearch to start
automatically:

sudo /bin/systemctl daemon-reload

6. Run the following command to enable the elasticsearch.service:

sudo /bin/systemctl enable elasticsearch.service

= 0

7. Run the following command to start the Elasticsearch service:
sudo systemctl start elasticsearch.service

Note: Elasticsearch does not provide feedback once the service is
started. To see whether the service has successfully started you need to
look at the log files in the /var/log/elasticsearch/ folder. By default,
Elasticsearch doesn’t log info in the system journal, so we need to
enable it. Perform the following steps to enable journalctl logging:


https://artifacts.elastic.co/packages/7.x/apt

Enable journalctl Logging

1. Run the following command to switch to Super User and enter the
SU password:

sudo su
2. Change Directory to the /lib/systemd/system/ folder:

cd /lib/systemd/system/

3. Run the following command to edit the elasticsearch.service file:
nano elasticsearch.service

4. Run the following command to change directory to
/lib/system/system:

cd /lib/systemd/system

5. Run the following command to edit the elasticsearch.service file:
nano elasticsearch.service

6. Remove the --quiet option from the ExecStart setting in the
elasticsearch.service file. Below I have removed it, your file should
look the same.

Q root@iwcdev: /lib/systemd/system A = x
GNU nano 3.2 elasticsearch.service

Environment=ES HOME=/usr/share/elasticsearch
Environment=ES PATH CONF=/etc/elasticsearch
Environment=PID DIR=/var/run/elasticsearch
Environment=ES SD NOTIFY=true
EnvironmentFile=-/etc/default/elasticsearch

WorkingDirectory=/usr/share/elasticsearch

User=elasticsearch
Group=elasticsearch

ExecStart=/usr/share/elasticsearch/bin/elasticsearch -p ${PID DIR}/elasticseaEch.piJ --quiet




7. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”

NOTE: DO NOT CHANGE THE FILE NAME.

press “Return”

8. Go back through steps 5 through 7 of the Elasticsearch install
section and then run this command to see if the service started:

sudo journalctl --unit elasticsearch



NOTE: you should see an output similar to this.

I =— B

NOTE: If you want to see if the service has been started since a
specific timeframe you can perform the following command.

sudo journalctl --unit elasticsearch --since “2019-08-31



14:19:16”

--since "

root@iwcdev: /lib/systemd/system# sudo journalctl --unit elasticsearch

12019-16-31 20:20:20"
- Logs begin at Sat 2019-08-24 11:52:34 EDT, end at Mon 2019-10-07 22:23:29 ED

I-- No entries --
lines 1-2/2 (END)

NOTE: There are other cli options, just use the “man journalct]” command to
view them.

9. To check that the Elasticsearch program is running use the
following command:

curl -X GET ‘localhost:9200/?pretty’

or
curl -X GET “localhost:9200/?pretty”

or
curl 127.0.0.1:9200

NOTE: You should get a similar output to the following. I tried
multiple ways and sometimes using single quotes will work, but not dual

quotes and vice versa.

Note: you can also enter the following address in your web browser to



see if Elasticsearch is running: 127.0.0.1:9200. You should see an
output similar to the following:

1. Run following command will also show if Elasticsearch is running:

systemctl status elasticsearch

—

Install Open JDK

1. Run the following command to make sure your repository package
lists are up to date:

apt-get update -y


http://127.0.0.1:9200/

2. Run the following command to install openjdk-11-jdk:

apt install openjdk-8-jdk
M

3. Run the following command to ensure you have correctly installed
openjdk:

java -version

e B

Install Logstash

Before installing Logstash you need to make sure you have a version of Java
8, 11, or OpenJDK. In the previous steps we installed OpenJDK to meet
these requirements. You always want to make sure that your Advanced



Packaging Tool (APT) is up to date with the current Elastic repository listing,
but we already did that at the beginning of this walk through for
Elasticsearch. If you decide that you want to user other Elastic addons later,
you can only use the current version that matches your Elasticsearch build.

The APT is a utility used in terminal — as we discussed earlier — to manage
software for Debian based Linux distributions for using dpkg packing
system. Likewise, it works with core libraries to facilitate the installation and
removal of software.

1. Run the following command to install logstash:

sudo apt-get update & & sudo apt-get install logstash
g

Note: Logstash does not start on its own as a service after installation.
Logstash places the system files in the /etc/system/system folder for
Debian.

Starting the Logstash service
1. Run the following command to start the logstash service:
sudo systemctl start logstash.service

2. Check to see that logstash.service is running using the following
command:

systemctl status logstash.service



3. Run the following command to change directory to
/usr/share/logstash:

cd /usr/share/logstash
4. Run the following to stop logstash services:

systemctl stop logstash

5. Run the following command to set the path for logstash and start
Logstash:

sudo bin/logstash -f /etc/logstash/conf.d/ --path.settings /etc/logstash/

$ sudo bin/logstash -f /etc/logstash/conf.d/ --

path.settings /etc/logstash/

Thread.exclusive is deprecated, use Thread::Mutex

Sending Logstash logs to /var/log/logstash which is now configured via log4j2.pr

operties

[2019-10-16T19:56:53,592] [WARN ][logstash.config.source.multilocal] Ignoring the
'pipelines.yml' file because modules or command line options are specified

[2019-10-16T19:56:53,600] [INFO ][logstash.runner ] Starting Logstash {"

logstash.version"=>"7.4.0"}

[2019-10-16T19:56:54,073][INFO ][logstash.config.source.local.configpathloader]
No config files found in path {:path=>"/etc/logstash/conf.d/*"}
[2019-10-16T19:56:54,078] [ERROR] [logstash.config.sourceloader] No configuration
found in the configured sources.

[2019-10-16T19:56:54,317][INFO ][logstash.agent ] Successfully started
Logstash API endpoint {:port=>9600}

[2019-10-16T19:56:59,414][INFO ][logstash.runner ] Logstash shut down.

Note: The reason we started Logstash was to ensure it installed
correctly. After starting the service, we stopped the service so that we
could restart Logstash and set the path.



Install Kibana

Note: Ensure you are installing the same version of Kibana as your
Elasticsearch installation.

1. Run the following command to ensure your APT is up to date and
subsequently install Kibana.

sudo apt-get update && sudo apt-get install kibana

2. Run the following commands to ensure the Kibana service is
enabled:

sudo /bin/systemctl daemon-reload
sudo /bin/systemctl enable kibana.service

3. Run the following 2 commands to start the kibana.service, and
check to make sure it is running;:

sudo systemctl start kibana.service
sudo systemctl status kibana.service



Install Filebeat

1. Run the following command:

sudo apt-get install filebeat -y
Q

2. Run the following command to configure Filebeat to run on
startup:

sudo update-rc.d filebeat defaults 95 10



Post Install Configuration

After installing the apps, we are going to need to configure them to work
together. The website for

Kibana Configuration

1. Run the following command to Change Directory into the
/etc/kibana folder:

cd /etc/kibana

2. Run the following command to switch to Super User and enter
your SU password:

sudo su

3. Run the following command to edit your kibana.yml:
nano kibana.yml

4. Edit your kibana.yml file to look as follows (un-hash, or add the
following lines):

server.port: 5601
server.host: “localhost”
elasticsearch.host: [localhost:9200]

Note: Refer to following screenshot. There is a lot of information
within the kibana.yml file that is # hash marked out. Leave everything
extra, or delete it, it does not matter. However, you need to have these
three lines un-hashed.


http://localhost:9200/

# Kibana is served by a back end server. This setting specifies the port to use.
server.port: 5601

# Specifies the address to which the Kibana server will bind. IP addresses and ho
# The default is 'localhost', which usually means remote machines will not be abl
# To allow connections from remote users, set this parameter to a non-loopback ad
server.host: "localhost"

# Enables you to specify a path to mount Kibana at if you are running behind a pr
# Use the 'server.rewriteBasePath® setting to tell Kibana if it should remove the
# from requests it receives, and to prevent a deprecation warning at startup.

# This setting cannot end in a slash.

#server .basePath:

! Specifies whether Kibana should rewrite requests that are prefixed with

# “server.basePath’ or reguire that they are rewritten by your reverse proxy.

# This setting was effectively always "false® before Kibana 6.3 and will

# default to "true’ starting in Kibanma 7.0.

#server. rewriteBasePath: false

# The maximum payload size in bytes for incoming server requests.
#server.maxPayloadBytes: 1048576

# The Kibana server's name. This is used for display purposes.
#server.name: "“your-hostname"

# The URLs of the Elasticsearch instances to use for all your queries.
elasticsearch.hosts: ["http://localhost:9200"]

# When this setting's value 1s true Kibana uses the hostname specified im the ser

5. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”

NOTE: DO NOT CHANGE THE FILE NAME
press “Return”

Note: Enter your password if required. It didn’t require me to enter my
password because I was already SU.

Elasticsearch Configuration

2. Run the following command to change directory to
/etc/elasticsearch:



cd /etc/elasticsearch

3. Run the following command to edit the elastisticsearch.yml:

nano elasticsearch.yml

4. Ensure the following commands are un-hashed within your
elasticsearch.yml:

path.data: /var/lib/elasticsearch
path.logs: /var/log/elasticsearch
network.host: localhost
http.port: 9200

Note: There is a lot of data within the elasticsearch.yml file, and it is
hashed out just like the Kibana file. In my setup the whole file is
hashed out besides the information above. See the example below.



# Path to directory where to store the data (separate multiple locations by commas
|

bath.data: /var/lib/elasticsearch
-+

# Path to log files:
12

path.logs: /var/log/elasticsearch

=
# Lock the memory on startup:

%

#bootstrap.memary lock: true

5

# Make sure that the heap size is set to about half the memory available
# on the system and that the owner of the process is allowed to use this
# limit.

&3

# Elasticsearch performs poorly when the system is swapping the memory.

5
e Network --------ommmmmm e

Set the bind address to a specific IP (IPv4 or IPv6):

Set a custom port for HTTP:

1
3
|4
network.host: localhost
g
g
3
h

ttp.port: 9200

5. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”

NOTE: DO NOT CHANGE THE FILE NAME.
press “Return”

Note: Enter your password if required. It did not require me to enter
my password because I was already SU.

Filebeat Configuration

Note: If you want to use Logstash to ingest files into the Logstash pipeline
skip down to the alternative method. However, there may be steps you will
need to use from this section, so you will need to refer back to this section



for all steps not pointed out in the alternate method. I would recommend
reading through this section even if you plan to use the alternate method.

1. Run the following command to change directory to /etc/filebeat/
cd /etc/filebeat/
2. Run the following command to enable Filebeat:

systemctl enable filebeat

root@iwcdev:/etc/filebeat# systemctl enable filebeat
Synchronizing state of filebeat.service with SysV service script with /lib/systemd/syste
d-sysv-install.

Executing: /lib/systemd/systemd-sysv-install enable filebeat
root@iwcdev:/etc/filebeat#

3. Run the following command to edit the filebeat.yml:
nano filebeat.yml

4. Input the following settings into the filebeat.yml file but ensure
that you follow the correct syntax when entering the information.
Your Zeek (Bro) path needs to be set to where your Zeek (Bro) logs
are located; the path we used earlier doing the PF_RING, and Zeek
(Bro) IDS installation and configuration. Remember that YML is
sensitive to formatting errors and it has to have the correct spacing:

filebeat.inputs:

- type: log
enabled: false
paths:
- /opt/zeek/logs/current/*.log

name: zeek-beat
tags: ["zeek"]

filebeat.config.modules:



path: ${path.config}/modules.d/*.yml
setup.kibana:

setup.dashboards.enabled: true
setup.dashboards.directory: ${path.home}/kibana
setup.dashboards.beat: filebeat

output.elasticsearch:
hosts: [""localhost:9200"]

Note: Pay attention to the spacing, if the filebeat index isn’t working
correctly in kibana, it could be due to spacing issues. Refer to the
filebeat.reference.yml file within the /etc/filebeat folder for a look at the
example settings, and the syntax for each setting.

D Filebeat Configuration Example #bHsHE

#=================== Filebeat inputs =============
filebeat.inputs:
# Each - is am input. Most options can be set at the input level, so

# you can use different inputs for various configurations.
# Below are the input specific configurations.
- type: log
# Change to true to enable this input configuration.
enabled: false
# Paths that should be crawled and fetched. Glob based paths.
paths:
- fopt/zeek/logs/current/*.log

# The name of the shipper that publishes the network data. It can be used to
# all the transactions sent by a single shipper in the web interface.
name: Zzeek-beat
# The tags of the shipper are included in their own field with each
# transaction published.
tags: ["zeek"]
# Optional fields that you can specify to add additional information to the
# output.
#fields:
# env: staging
filebeat.config.modules:
path: ${path.config}/modules.d/*.yml
#may need to remove the kibana line not sure...
setup. kibana:
host: "localhost:5601"
setup.dashboards.enabled: true
setup.dashboards.directory: ${path.home}/kibana
setup.dashboards.beat: filebeat



#=================== (QUIpULs =============
R LR LR SRR Logstash output -----
gutput.elasticsearch:
# The Logstash hosts
hosts: ["localhost:9200")
# pipeline: geoip-info
# Optional SSL. By default 1is off.
# List of root certificates for HTTPS server verifications
#s5sl.certificate authorities: ["/etc/pki/froot/ca.pem")
# Certificate for 55L client authentication
#ssl.certificate: "/etc/Tilebeat/ssl/logstash.crt”
# Client Certificate Key
#ssl.key: “Jetc/pki/fclient/cert.key"

Note: The update from 7.3.1 to 7.4 changed a few things in the
filebeat.yml file; it contains some things 7.3.1 did not have. For people
using the new version this is a good thing because it takes away a lot of
the research needed to set up Filebeat from scratch. I would manually
adjust the file to contain the information I have loaded. I tried to copy
and paste it directly, and sometimes it works and other times it doesn’t.
This happens sometimes even on a mirrored install I used to check the
walk-through on. For anyone that’s used open source software they
will be familiar with these issues. With that being said, double check
everything if you’re having issues.

5. Run the following command to change to the modules.d directory:

cd modules.d

Note: if you run the Is (list) command in the module.d folder you can
see all the modules that are available for Filebeat. See the following
picture for an example:



[root@iwcdev: /etc/Tilebeat/modules.d# 1s

{apache.yml.disabled iptables.yml.disabled osquery.yml.disabled
lauditd.yml.disabled kafka.yml.disabled panw.yml.disabled
cisco.yml.disabled kibana.yml.disabled postgresql.yml.disabled
coredns.yml.disabled logstash.yml.disabled rabbitmg.yml.disabled

elasticsearch.yml.disabled mongodb.yml.disabled redis.yml.disabled
envoyproxy.yml.disabled mssql.yml.disabled santa.yml.disabled
googlecloud.yml.disabled mysql.yml.disabled suricata.yml.disabled

haproxy.yml.disabled nats.yml.disabled system.yml.disabled
icinga.yml.disabled netflow.yml.disabled traefik.yml.disabled
iis.yml.disabled nginx.yml.disabled zeek.yml.disabled

root@iwcdev:/etc/filebeat/modules.d# I

6. Run the following command to enable the Zeek (Bro) module:

filebeat modules enable zeek

7. Run the following command to edit the zeek.yml:

nano zeek.yml

8. Input the following information:

- module: zeek

connection:

enabled: true

var.paths: [“/opt/zeek/logs/current/conn.log”]
dns:

enabled: true

var.paths: [“/opt/zeek/logs/current/dns.log”]
http:

enabled: true

var.paths: [“/opt/zeek/logs/current/http.log”]
files:

enabled: true

var.paths: [“/opt/zeek/logs/current/files.log”]
ssl:

enabled: true

var.paths: [“/opt/zeek/logs/current/ssl.log”]
notice:



enabled: true
var.paths: [“/opt/zeek/logs/current/notice.log”]

Note: You need to put the path to your Zeek (Bro) logs and if you do
not want to view or monitor a specific type of log you can set the
enabled command to false.

7 Module: zeek
# Dacs: https://www.elastic.co/guide/en/beats/filebeat/7.3/Tilebeat-module-zeek.h

- module: zeek

# ALl logs
connection:

enabled: true

var.paths: ["/opt/zeek/logs/current/conn.log"]
dns:

enabled: true

var.paths: ["/opt/zeek/logs/current/dns.log"]
http:

enabled: true

var.paths: ["/opt/zeek/logs/current/http.log"]
files:

enabled: true

var.paths: ["/opt/zeek/logs/current/files.log"]
ssl:

enabled: true

var.paths: ["/opt/zeek/logs/current/ssl.log"]
notice:

enabled: true

var.paths: ["/opt/zeek/logs/current/notice.log"]

# Set custom paths for the log files. If left empty,

# Filebeat will choose the paths depending on your 0S.

#var.paths:

9. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”

NOTE: DO NOT CHANGE THE FILE NAME.

press “Return”
Zeek (Bro) Configuration

1. Run the following command to go to the directory used to edit the



output for Zeek (Bro) to configure it to use JSON:
cd /opt/zeek/share/zeek/base/frameworks/logging/writers
2. Run the following command to edit the ascii.zeek file:
nano ascii.zeek
3. Edit the following line:
const use_json = T &redef;

Note: This may already be set, if so disregard, but if it has an F, then
change itto T.

module LogAscii;

export {
## If true, output everything to stdout rather than
## into files. This is primarily for debugging purposes.
i

23

This option is also available as a per-filter "“$config’’ option.
const output to stdout = F &redef;

# It true, the default will be to write logs in a JSON format.
##

& This option jis also avajlable as a per-filter " “$config’ ™ option.
const use _json = T &redef;

4. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”

NOTE: DO NOT CHANGE THE FILE NAME.

press “Return”

5. Run the following command to change directory to the site folder,
ensure you use your $PREFIX/share/zeek/site/:



cd /opt/zeek/share/zeek/site

Note: My prefix is /opt/zeek for my zeek folder.

6. Run the following command to edit the local.zeek file to enable
JSON output:

nano local.zeek

7. Input the following information into the file and replace @load
tuning/defaults with these lines:

@load tuning/json-logs
redef LogAscii::json_timestamps = JSON: :TS_EPOCH;
redef LogAscii::use_json = T;

Note: Make sure you are using the EPOCH timestamp output if you
are not already. This is a lesson I learned the hard way because 1
thought the module would work with any Zeek (Bro) output, but the
Kibana Module will not be able to parse GeolP locations without
having the time formatted with EPOCH. Like I stated before, Elastic is
very sensitive to having the correct settings.

Before

@load misc/loaded-scripts

bload tuning/defaults

@load misc/capture-loss

@load misc/stats

After:



ﬂxl local sita palicy. Customize as appronriate.

i
##! This Tile will nat be overwritten when upgracing or reinsTalling!
# This script logs which scripts were loaded during each run,

@load misc/loaged-scripts

# Apoly the default tuning scripts for cormon tuning settings.
@load _tupino/oefanlts ##aADDED THE FOLLOWTHNG 3 | TNES

@load tuning/json-logs

-edef LogAscii::json_timestamps = JSON::TS_EPOCH
~edef LogAscii::use tsor = T;

+ Estimate and loq capture LoOsSs.

@load misc/capture-loss

# Lnhable ‘.OC]CIII"C 07 ma2mory, pach»:'t and ‘,6-] statistics
@load misc/stats

8. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”

NOTE: DO NOT CHANGE THE FILE NAME.

press “Return”

Using ELK Stack with Zeek (Bro) IDS

Before we start, we need to ensure that all of the services are currently
running. Also, ensure that Zeek (Bro) is running and generating logs.

Note: Refer to the Zeek (Bro) installation to start up Zeek (Bro) if you
haven’t already done so.

1. Run the following commands to restart all of the services for
Elasticsearch, Kibana, and Filebeat to ensure all of our changes
took effect:

systemctl restart elasticsearch
systemctl restart kibana
systemctl restart filebeat

2. Run the following commands to see if the services are working;:



systemctl status filebeat
systemctl status elasticsearch
systemctl status kibana

Note: You should see an output similar to the picture below for all
three services, but you need to ensure it says active like it shows below.
If it does not, read the parse error and/or go to
/var/log/filebeat/filebeat.log, or the /var/log/message log and see what
the log says. These files are really sensitive — if there are any extra
spaces or if anything is out of place — the program will fail. I just
want to note that some areas of the files use quotes, the type of quote
can cause it to fail — like using dual quotes, but not single and vice
versa. Also, some places you can remove quotes all together. I have
not found a reason that I can identify that causes this, because I’ve
literally had to do it different ways after walking through this install
multiple times and even repeating the steps.

root@iwcdev: /etc/Tilebeat# systemctl status filebeat
e filebeat.service - Filebeat sends log files to Logstash or di
Loaded: loaded (/lib/systemd/system/filebeat.service; enable
Active:; active (running) since Mon 2019-10-07 22:31:27 EDT;
Docs: https://www.elastic.co/products/beats/filebeat
Main PID: 7411 (filebeat)

The following picture shows what it will look like if the service has failed.
These modules fail sometimes for many reasons, always check the statuses
and restart them if they are failed.

e filebeat.service - Filebeat sends log files to
Loaded: loaded (/lib/systemd/system/fTilebeat.
Active: failed (Result: exit-code) since Mon

Docs: https://www.elastic.co/products/beats
Main PID: 7137 (code=exited, status=1/FAILURE)

3. To view Kibana, open your web browser and enter to the following
address:

127.0.0.1:5601



http://127.0.0.1:5601/

or

localhost:5601

You will then be redirected to the main page of Kibana.

4. Click the discover icon on the top left of the Kibana page:


http://localhost:5601/

™y

. Discover

1,336 hits

C]

Open Share Inspect

®

R iiters™ © KQL
il
= {3+ Addfilter
a0
filebeat-* v Oct 7, 2019 @ 22:.
® Selected fields
=z

? _source 1,000
% available fields & 3

O 500

& O @timestamp

t _id 0

22:24:00 22:25:00 22:26:00 22:27:0(

5. Click the Default icon in the top left:

E Discover
UL Default

New Save Open Share Inspect

N

@

o~ Filters

= 3+ Add filter
filebeat-* ~

6. Click the Manage spaces link:

K . Discover
< SPACES
ct
® Organize your dashboards
[ | and other saved objects into KaL
meaningful categories.
&
. [ Manage spaces l I Oct 7, 2019 @ 22:22:47€
| 0
@ Selected fields
=
? _source 1,000
¢y = s £
o Available fields & §
© 500
@& O @timestamp
Esid [
g 22:24:00 22:25:00 22:26:00 22:27:00 22:2¢
= t _index
=



7. Click the Index Patterns icon:

- C ow W 1£/.U.U.L100UL/app/KiDana#/management/spaces/ist(_g=\reires
K . Management | Spaces
© = Elasticsearch
® Index Management Spaces
Index Lifecycle Policies Organize your dashboards and other saved objects into meaningf
0] Rollup Jobs
Cross-Cluster Replicati Q
8o Remote Clusters
& Snapshot and Restore
License Management Space Description Features
L 8.0 Upgrade Assistant
& e an e
e This is your default
B oecrut ey i All feat
G K Kibana :
® Index Patterns Rows per page: 10 v
Saved Objects
g Spaces
= Reporting
Advanced Settings Want to assign a role t¢
g
o
@
Q@
@

8. Click the Create index pattern icon:

. Management = Index patterns @]

= Elasticsearch
Index Management
Index Lifecycle Policies

Rollup Jobs

Cross-Cluster Replicati...

Remote Clusters
Snapshot and Restore
License Management

8.0 Upgrade Assistant

N

Kibana

Index Patterns
Saved Objects
Spaces
Reporting

Advanced Settinas

Index patterns @ @ Create index pattern
Q)
Pattern T

metricbeat-* | Default
apm-*

filebeat-*

filebeat-*

logstash-*

9. Type filebeat-* and click the Next Step icon (If Fillebeat is already
there, just move on to the Zeek (Bro) configuration steps next):

Note: You need to run Zeek (Bro) so that it generates logs for this part
to work. Notice, I have 3 different sets of logs there from different
days. This was because I have already configured the module during
the write up and ran Zeek (Bro) to send logs to Elasticsearch via

Filebeat.

Note: Ensure you use filebeat-* or the Zeek (Bro) module will not



know where to pull data from.

Create index pattern

Kibana uses index patterns to retrieve data from Elasticsearch indices for things like X Include system
visualizations.

indices

Step 1 of 2: Define index pattern

n
| filebeat-}

You can use a * as a wildcard in your index pattern.
You can't use spaces or the characters \, /,2," <, >, |.

> Next step
v Success! Your index pattern matches 3 indices.

filebeat-7.3.1-2019.09.04

filebeat-7.3.1-2019.09.05

filebeat-7.3.1-2019.09.08-000001

Rows per page: 10 ~

10. Select @timestamp from the drop down, and click
Create index pattern:

Create index pattern

Kibana uses index patterns to retrieve data from Elasticsearch indices for things like X Include system
visualizations. indices

Step 2 of 2: Configure settings

You've defined filebeat* as your index pattern. Now you can specify some settings before we create it

Time Filter field name Refresh

@timestamp ~
The Time Filter will use this field to filter your data by time.
You can choose not to have a time field, but you will not be able to

narrow down your data by a time range.

> Show advanced options

< Back

Create index pattern

11. Click the Refresh icon so that all the fields coming in
from Zeek (Bro) are properly identified in Kibana.



filebeat* * E (e]

Time Filter field name: @timestamp

This page lists every field in the filebeat* index and the field's associated core type as recorded by
Elasticsearch. To change a field type, use the Elasticsearch Mapping APl %

Fields (1043) Scripted fields (0) Source filters (0)
All field types ~

Name Type Format Searchable Aggregatable  Excluded
@timestamp © date © o

@version string .

@version.keyword string . .

-id string L] L]

index string - .

Note: You can always go back and do this if there are exclamation
point icons showing by the fields when viewing the log entry in the
Discover section of Kibana.

Configuring the Zeek Overview Dashboard

1. Go back to discover by clicking the discover icon:

© 183983 hits
-.@ m Open Share Inspect
b ilters’ KQL v  Last 90 days Show dates G Refresh
i
b
5 @« Add filter
filebeat-* s Jul 10, 2019 @ 11:01:18.141 - Oct 8, 2019 @ 11:01:18.141 —  Auto v
@  Selected fields
<
? _source 40,000
¢y . £
*" Available o 3
5 o
@ fields 20000 m
g Popular p
& ol 2019-07-21 2019-08-04 2019-08-18 2019-09-01 2019-09-15 2019-09-29
= @timestamp per day
=1 © @timestamp
g I Time _source
IS i
5 6 S > Oct 8, 2019 @ 11:01:01.888  agent.hostname: iwcdev agent.name: zeek-beat agent.id: 5d43b1f9-83e6-4a13-8ac2-
= ebfoOfefa3sb agent.type: filebeat agent.ephemeral_id: fb5686c0-1115-4c08-
o #iiscore abec-@b2a251a2fc5 agent.version: 7.3.1 log.file.path: /opt/zeek/logs/current/dns.log
t _type log.offset: @ destination.address: 10.211.55.1 destination.port: 53
@ destination.ip: 10.211.55.1 zeek.dns.AA: false zeek.dns.gclass_name: C_INTERNET
t agentephemer...
&3 b RS > Oct 8, 2019 @ 11:01:01.000 agent.hostname: iwcdev agent.name: zeek-beat agent.id: 5d43b1f9-83e6-4al19-8ac2-
ebfeefefa38b agent.type: filebeat agent.ephemeral_id: fb5686c@-1115-4c80-
tagentid aPec-8b2a251a2fc5 agent.version: 7.3.1 log.file.path: /opt/zeek/logs/current/dns.log
t agentname log.offset: 365 destination.address: 18.211.55.1 destination.port: 53
destination.ip: 10.211.55.1 zeek.dns.AA: false zeek.dns.qclass_name: C_INTERNET
t agent.type

Note: The picture above shows the logs that are now being generated.



2. Click on the dashboard icon and then click the Zeek (Bro)
Overview Dashboard link:

(C]
5] Da S h boa rd S @ Create new dashboard
ki
Dashboard
& Title Description Actions
e [Filebeat Cisco] ASA Firewall Sample dashboard for Cisco ASA Firewall devices
g Coredns Overview Dashboard &
& Filebeat-Envoyproxy-Overview Filebeat Envoyproxy Overview Dashboard
g Logstash Logs [Filebeat Logstash] ECS
= Overview [Filebeat MongoDB] ECS Filebeat MongoDB module overview
& Slowlags [Filebeat Logstash] ECS
& Top-N Flows [Filebeat Flows]
v} Zeek Overview Dashboardl &
il [Filebeat Apache] Access and error logs ECS Filebeat Apache module dashboard &
£ [Filebeat Auditd] Audit Events ECS Dashboard for the Auditd Filebeat module
Rows per page: 10 1 2 3 45 8 >

You should now see an output similar to the following image. Please note,
the logs need to generate over time before everything will populate into the
dashboard. I’ve been running logs randomly throughout this process, so
everything has had time to populate here. Give your logs some time, and if
they do not show eventually, check all the configuration files to ensure you
have everything precisely how this walk through shows it.



. [B) sshooard Zeek Overview Dashboard )
Fullscreen Share Clone Edit
@ Filters C KQL [ v Last90 days Show dates G Refresh
w183 +Addfilter
ol
53 Destination Geo [Zeek] (L
°
) L
— NORTH -
ROP!I ASIA
2 o AMERICA EURaPE
€y - >
o
@ Nl
- 5
=] AFRICA
g
& NI SOUTH OCEANIA
AMERICA
7]
@
Count
©10-34425
@ ®344.25-6785
®678.5-1012.75
®1012.75-1347
OpensStreetMap contributors, OpenMapTiles, MapTiler, Elastic Maps Service
Network Transport [Zeek] Network Application [Zeek] Network Traffic Direction [Zeek]
®cp ®dns @®internal
I @ udp ‘ ®ssl ‘ @ outbound
®icmp @ http @ external
@ntp
@ dncp
Top DNS Domains [Zeek] Top URL Domains [Zeek] %% Top SSL Servers [Zeek]
@ clastic.nosted-by-di.. @ ocsp.digicert.com @ discuss.elastic.co
@ pageada6il.doublecli ‘| ® ubuntu-linux-server-. @ sjrtp2.marketo.com
‘ @ knrpe.olark.com ‘ @ ocsp.scalb.amazont... ‘ @ secure.adnxs.com
® dualstack.r2.shared... @ ocsp.int-x3.letsencr.. @ fastlane.rubiconproj...
@ nrpe.olark.com @ ocsp.godaddy.com @ ping.eu
@ dicks dell_companio... @ ocsp.comodoca.com ® www.google.com
@ www.google.com @ ocsp.sectigo.com @ us-u.openx.net
® iwcdev.localdomain ® ocsp.pki.goog @ tiles.maps.elastic.co
@ discuss.elastic.co @ status.geotrust.com @ www.google-analyti
- @ aan.amazon-adsyst. . @ status.rapidssl.com ~_ @ rtp-static.marketo.c.
Number of Sessions Overtime [Zeek] e

> @ Count 8,942

2019-07-16 00:00 2019-08-01 00:00 2019-08-16 00:00 2018-09-01 00:00 2019-09-16 00:00 2018-10-01 00:00

per 12 hours

This concludes the installation of Elasticsearch, Kibana, Logstash, and
Filebeat along with configuration for using the Zeek (Bro) module to ingest
logs to Elasticsearch and view them in the Zeek (Bro) Dashboard. The next



part of this walk-through will go over how to use Logstash to ingest logs
from Filebeat and configure the beats to view the logs within Elasticsearch
and Kibana.

The method of ingesting logs from Logstash into Elasticsearch and viewing
them in Kibana is how the ELK stack got its name. The other method above
was for people who do not need to use Logstash. Logstash is very powerful
and can pull logs from many different applications across a vast network
from many different nodes. The next part of this walk through shows how to
setup Logstash, Filebeat, and Zeek (Bro) to ingest data from Zeek (Bro) and
send it through the Logstash pipeline to Elasticsearch.



Alternative ELK Stack Method

Configure Zeek (Bro) to Use JSON Output

Note: Some of the configuration files we used in the walk through earlier
are not the same for this. Furthermore, you will need to change the files to
match the following steps. Ensure you perform the steps in the previous
configuration with the exception of editing the following files:

/opt/zeek/share/zeek/base/frameworks/logging/writers/ascii.zeek
/opt/zeek/share/zeek/site/local.zeek

/etc/filebeat/filbeat.yml

/etc/logstash/conf.d/zeek.conf

/etc/logstash/pipelines.yml

/etc/logstash/logstash.yml

/etc/filebeat/modules/zeek.yml

1. Run the following command to switch to Super User and enter
your su password:

sudo su

2. Change directory to the /opt/zeek/share/zeek/site by using the
following command in terminal:

cd /opt/zeek/share/zeek/site

3. Run the following command to edit the local.zeek file:

nano local.zeek

4. Input the following information for turning on JSON output with
the TS_IS08601 timestamp output:

@load tuning/json-logs
redef LogAscii::json_timestamps = JSSON::TS_IS0O8601;
redef LogAscii::use_json = T;



Note: It is important you use this timestamp output, because of the
index template used with Logstash in Elasticsearch.

Q root@iwcdev: /opt/zeek/share/zeek/site B = X

GNU nano 3.2 local.zeek

@load misc/loaded-scripts

aload tuning/json-logs
redef LogAscii::json timestamps = JSON::TS IS08601;
redef LogAscii::use json = T;

5. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”

NOTE: DO NOT CHANGE THE FILE NAME.

press “Return”

6. Change directory into the

/opt/zeek/share/zeek/base/frameworks/logging/writers directory by
running the following command:

cd /opt/zeek/share/zeek/base/frameworks/logging/writers

7. Run the following command to edit the ascii.zeek file:

nano ascii.zeek

8. Edit the ascii.zeek file to ensure the following line has the json
output set to T for True:

const use_json = T &redef;



const output to stdout = F &redef;

const use json = T &redef;

const enable utf 8 = F &redef;

9. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”

NOTE: DO NOT CHANGE THE FILE NAME.

press “Return”
Configure Logstash
1. Change directory to the /etc/logstash directory:
cd /etc/logstash
2. Run the following command to edit the pipelines.yml file:
nano pipelines.yml

3. Edit the pipelines.yml to contain the following information (if it is
already configured skip this step):

- pipeline.id: main
path.config: "/etc/logstash/conf.d/*.conf™



root@iwcdev: /etc/logstash

GNU nano 3.2 pipelines.yml

- pipeline.id: main
path.config: "/etc/logstash/conf.d/*.conf"

Note: This file functions by setting a folder where the pipeline will
come from. You can have multiple configuration files in this folder that
makes ingesting from multiple sources easier to manage. This folder is
the default location used by Logstash. If you use another directory, then
set the new directory location path.

4. Run the following command to edit the logstash.yml:
nano logstash.yml

5. Edit the Logstash file to contain the following information and
leave the rest hashed out:

path.data: /var/lib/logstash
path.logs: /var/log/logstash

path.data: /var/lib/logstash

path.logs: /var/log/logstash




Note: This should already be configured, if not it’s in the default file,
just un-hash it.



6. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”

NOTE: DO NOT CHANGE THE FILE NAME.

press “Return”

7. Change directory to the /etc/logstash/conf.d folder:

cd conf.d
8. Run the following command to create and edit the zeek.conf file:

nano zeek.conf

Note: Any file in this folder is executed on Logstash’s startup; this is
where the pipeline files reside.

9. Paste the following information into the zeek.conf file:

input {
beats {
port => 5001
codec => "json"
it ssl => true
# ssl_certificate => "/etc/logstash/logstash.crt"
# ssl_key => "/etc/logstash/logstash.key"

}
}

filter {

#Let's get rid of those header lines; they begin with a hash
if [message] =~ /A#/{

drop { }
}



#Let's convert our timestamp into the 'ts' field, so we can use
Kibana features natively
date {
match => [ "ts", "UNIX" ]
}

# add geoip attributes
geoip {
source => "id.orig_h"
target => "geoip"
}
geoip {
source => "id.resp_h"
target => "geoip"

}

geoip {

source => "id.resp_h"
target => "resp_geoip'

}

geoip {

source => "id.orig_h"
target => "orig_geoip"

}

#The following makes use of the translate filter (logstash contrib)
to convert conn_state into human text. Saves having to look up
values for packet introspection

translate {

field => "conn_state"

destination => "conn_state_full"

dictionary => [
"S0", "Connection attempt seen, no reply",
"S1", "Connection established, not terminated",
"S2", "Connection established and close attempt by
originator seen (but no reply from responder)",
"S3", "Connection established and close attempt by
responder seen (but no reply from originator)",



"SF", "Normal SYN/FIN completion",

"REJ", "Connection attempt rejected",

"RSTO", "Connection established, originator
aborted (sent a RST)",

"RSTR", "Established, responder aborted",

"RSTOS0", "Originator sent a SYN followed by a
RST, we never saw a SYN-ACK from the responder",

"RSTRH", "Responder sent a SYN ACK followed
by a RST, we never saw a SYN from the (purported) originator",

"SH", "Originator sent a SYN followed by a FIN,
we never saw a SYN ACK from the responder (hence the connection
was 'half' open)",

"SHR", "Responder sent a SYN ACK

followed by a FIN, we never saw a SYN from the originator",

"OTH", "No SYN seen, just midstream traffic (a
'partial connection' that was not later closed)"

]

}

mutate {
convert => [ "id.orig_p", "integer" ]
convert => [ "id.resp_p", "integer" ]
convert => [ "orig_bytes", "integer" ]

convert => [ "duration", "float" ]
convert => [ "resp_bytes", "integer" ]
convert => [ "missed_bytes", "integer" ]
convert => [ "orig_pkts", "integer" ]
convert => [ "orig_ip_bytes", "integer" |
convert => [ "resp_pkts", "integer" ]
convert => [ "resp_ip_bytes", "integer" ]
rename => [ "id.orig_h", "id_orig_host" ]
rename => [ "id.orig_p", "id_orig_port" ]
rename => [ "id.resp_h", "id_resp_host" ]
rename => [ "id.resp_p", "id_resp_port" ]
}
}

output {



stdout { codec => rubydebug }
elasticsearch {
hosts => ["localhost:9200" ]
template_overwrite => true
}
}

Note: I have a few extra lines in my output config in the picture below,
but you do not need to add those.

input {
beats {
port => 5001
codec => "json"

}

filter {

if [message] =~ /~#/ {
drop { }
I

date {
match => [ "ts", "UNIX" ]

Ji

geoip {
source => "id.orig h"

[ Read 92 lines ]

}
geoip {
source "id.resp h"

}
geoip {
source "id.resp h"
target "resp geoip"
}
geoip {
source "id.orig h"
target "orig geoip"

}

translate {




field => "conn state"
destination => "conn state full"

dictionary => [
"S0", "Connection attempt seen, no reply",
"S1", "Connection established, not terminated",
"S2", "Connection established and close attempt by originat$
"S3", "Connection established and close attempt by responde$
"SF", "Normal SYN/FIN completion",
"REJ", "Connection attempt rejected",
"RSTO", "Connection established, originator aborted (sent a$
"RSTR", "Established, responder aborted",
"RSTOSO", "Originator sent a SYN followed by a RST, we neve$

"RSTRH", ”Respbnder sent a SYN ACK followed by a RST, we ne$
"SH", "Originator sent a SYN followed by a FIN, we never sa$
"SHR", "Responder sent a SYN ACK followed by a $
"OTH", "No SYN seen, just midstream traffic (a 'partial con$
]
i

mutate {
convert => "id.orig p", "integer" 1]
convert => "id.resp p", "integer" 1]
convert => "orig bytes", "integer" ]
convert => "duration", "float" ]
convert => "resp bytes", "integer" ]
convert => "missed bytes", "integer" ]

convert "missed bytes", "integer" ]
convert "orig pkts", "integer" ]
convert "orig ip bytes", "integer" 1]
convert "resp pkts", "integer" ]
convert "resp ip bytes", "integer" ]
rename id.orig h", "id orig host" ]
rename id.orig p", "id orig port" ]
rename id.resp h", "id resp host" ]
rename id.resp p", "id resp port" ]

output {
stdout { codec => rubydebug }
elasticsearch {
hosts => ["localhost:9200"]

template overwrite => true

10. Run the following commands to save, and exit the file:



press “ctrl and X”
press “Y”

NOTE: DO NOT CHANGE THE FILE NAME.
press “Return”

There are a lot of things going on in this pipeline file and I provided
descriptions within the file with hash tags. In the first section we are setting
the input to come from port 5001, which is the port that our Filebeat config
will be sending logs to Logstash. I have hashed out the SSL settings because
we aren’t using it, but they are there if you need to reference them for your
application.

The next section we are filtering out the information that we are receiving
and getting rid of the header lines. Furthermore, we are converting the
timestamp to the “ts” field in order for Kibana to use its native features.

The next portion of the file is establishing what fields contain GeolP
information. Likewise, after the GeolP information is shown we have placed
a dictionary to show what the connection state is in readable terms that are
easily identifiable. Let’s be honest, we all forget things from time to time,
and this makes it really easy to understand our output without having to look
at a reference elsewhere.

The last two portions of the file contain a mutation for fields to have them
convert the information into a style that Elasticsearch can handle, and then
rename a few fields to make it easier to read and understand. The final
portion of the file is the output. Setting the stdout to the rubydebug codec
allows you to debug errors in Elasticsearch a little easier. The host is our
Elasticsearch host, and the template is going to be the default template. Prior
to the write up I had a specialized config, but Elasticsearch default template
will work perfectly with this Zeek.conf file. Likewise, this is why you see
the hashed-out template at the end of the file in the picture of my config.
Please note that I hashed out the index log format, and this is so that GeolP
can work with a format it understands like filebeat-%, or logstash-%. I had
these lines there for other configurations. The great part about using hashes
is that it gives you the ability to leave notes, reminders, or other options that



you’re not currently using. This is commonly done when writing code
because it’s hard to remember exactly what you did months ago, and you can
always reference back to the file and see your thought process, or other
configuration changes you made.

Configure Filebeat

1. Change directory to the /etc/filebeat/ directory:

cd /etc/filebeat/

2. Run the following command to edit the filebeat.yml:

nano filebeat.yml

3. Input the following information into your filebeat.yml:

filebeat.inputs:

- type: log
# Change to true to enable this input configuration.
enabled: true
# Paths that should be crawled and fetched. Glob based paths.
paths:
- /opt/zeek/logs/current/*.log
#=================== General =============
# The name of the shipper that publishes the network data. It
can be used to group
# all the transactions sent by a single shipper in the web
interface.
name: zeek-beat
# The tags of the shipper are included in their own field with
each
# transaction published.
tags: ["zeek"]
# Optional fields that you can specify to add additional
information to the
# output.



#fields:
# env: staging
filebeat.config.modules:
path: ${path.config}/modules.d/*.yml
#may need to remove the kibana line not sure...
setup.kibana:
host: "localhost:5601"
setup.dashboards.enabled: true
setup.dashboards.directory: ${path.home}/kibana
setup.dashboards.beat: filebeat
#=================== Qutputs =============
Hommm e Logstash output -----
output.logstash:
# The Logstash hosts
hosts: ["localhost:5001"]

root@iwcdev: /etc/filebeat

GNU nano 3.2 filebeat.yml
filebeat.inputs:
- type: log

enabled: true

paths:
- /opt/zeek/logs/current/*.log

name: zeek-beat

tags: ["zeek"]

filebeat.config.modules:
path: ${path.config}/modules.d/*.yml

setup.kibana:

host: "localhost:5601"
setup.dashboards.enabled: true
setup.dashboards.directory: ${path.home}/kibana
setup.dashboards.beat: filebeat

output.logstash:

hosts: ["localhost:5001"]

4. Run the following commands to save, and exit the file:

press “ctrl and X”
press “Y”



NOTE: DO NOT CHANGE THE FILE NAME.

press “Return”

5. Run the following command to ensure the config file is correct:

filebeat test config -e

Note: You must be root to perform the config test, and your main
concern when viewing the output is to see “Config OK.” Your output
should be similar to the following:

,"setuid", "setpcap", "linux_immutable","net bind service","net broadcast", "net ad
min","net raw","ipc lock","ipc owner","sys module","sys rawio","sys chroot","sys
_ptrace","sys pacct","sys admin","sys boot","sys nice","sys resource","sys time"
,"sys tty config","mknod","lease","audit write","audit control", "setfcap","mac o
verride","mac_admin","syslog", "wake alarm","block suspend","audit read"],"boundi
ng":["chown","dac override","dac read search","fowner","fsetid","kill", "setgid",
"setuid","setpcap","linux_immutable","net bind service","net broadcast","net adm
in","net raw","ipc_ lock","ipc owner","sys module","sys rawio","sys chroot","sys
ptrace","sys pacct","sys admin","sys boot","sys nice","sys resource","sys time",
"sys tty config","mknod","lease","audit write","audit control","setfcap", "mac ov
erride","mac_admin","syslog", "wake alarm","block suspend","audit read"], "ambient
":null}, "cwd": "/etc/filebeat", "exe": "/usr/share/filebeat/bin/filebeat", "nam
e": "filebeat", "pid": 2853, "ppid": 2775, "seccomp": {"mode":"disabled","no new
_privs":false}, "start time": "2019-10-20T17:29:55.170-0400"}}}
2019-10-20T17:29:55.715-0400 INFO instance/beat.go:292 Setup Beat: file
beat; Version: 7.4.0

2019-10-20T17:29:55.716-0400 INFO [publisher] pipeline/module.go:97 B
eat name: zeek-beat

2019-10-20T17:29:55.716-0400 WARN beater/filebeat.go:152 Filebeat is unab
le to load the Ingest Node pipelines for the configured modules because the Elas
ticsearch output is not configured/enabled. If you have already loaded the Inges
fPelines or are using Logstash pipelines, you can ignore this warning.

onfig OK
rooE@medel . /etc/filebeat#

6. Run the following commands to restart all ELK Stack services:

systemctl restart kibana
systemctl restart elasticsearch
systemctl restart filebeat
systemctl restart logstash

7. Run the following commands to ensure all the services are
working:

systemctl status kibana



systemctl status elasticsearch
systemctl status filebeat
systemctl status logstash

Note: For those new to linux, press ctrl+c to get out of the status area
results.

Note: Ensure Zeek(Bro) is running in order to perform the following
steps.



Viewing Logstash GEOIP Information in
Kibana

1. Click the Discover icon:
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2. Click the Default icon, and then click the Manage Spaces link:
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3. Click the Index Patterns icon and then click the Create index
pattern icon:
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4. Type logstash-* into the index pattern box and click the Next step
icon:

Create index pattern

Kibana uses index patterns to retrieve data from Elasticsearch indices X Include
for things like visualizations. system indices
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5. Select the @timestamp setting, and click the Create index
pattern icon:

Create index pattern

Kibana uses index patterns to retrieve data from Elasticsearch indices for things like X Include system
visualizations. indices

Step 2 of 2: Configure settings

You've defined filebeat* as your index pattern. Now you can specify some settings before we create it
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6. Click the visualizations icon:
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7. Click the create new visualization icon:
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8. Click the coordinate map icon:
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9. Type log and click logstash-*:
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10. Click buckets +ADD, and click geo coordinates:
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If for some reason Logstash-* is not showing up in the coordinate map drop
downs it is because something has stopped the logs from being recognized by
Kibana. Kibana is very sensitive to logs being formatted in correctly and it
will not process the data properly to show in the dashboard. Ensure your
configurations are correct, and also clear out any old Logstash indexes.



While going back through the walk through I had everything exactly the
same as my proof source build, and it would not work. After researching this
issue I found that I was not the only one. I fixed my issue by deleting any
Logstash indexes, and remaking the index pattern.

To remove the Index, and Index pattern perform the following steps:

. Click Default.

. Click Index Management.
. Click the Logstash index.
. Click the Manage icon.

. Click Delete index.
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6. Click the Delete index icon.



Delete index
You are about to delete this index:
¢ |ogstash-2019.10.18-000001

You can't recover a deleted index. Make sure you have appropriate backups.

7. Click the Index Patterns icon.

8. Click the Logstash-* index pattern (or whatever name convention
is used).

Note: You must do this for all index patterns and Indexes that contain
Logstash data.
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9. Click the Trashcan (delete) icon.



Remove index
Rattern

W logstash-* * @ _

Time Filter field name: @timestamp ~ Default

This page lists every field in the logstash-* index and the field's associated core type as recorded by
Elasticsearch. To change a field type, use the Elasticsearch Mapping API %

Fields (226) Scripted fields (0) Source filters (0)

Go back through the steps to restart (systemctl restart) Elasticsearch, Kibana,
Filebeat, and Logstash then create the Logstash index pattern again while
Zeek (Bro) is running. This should repopulate the logs, and create the new
indexes using the correct default index template.

Note: The index patterns are case sensitive, so you need to ensure you type
logstash with lowercases.

If you still do not get the map to show up it is because Kibana has to have an
index pattern of logstash-* in order for it to interpret the data for the
dashboards. I have repeatedly tried to duplicate issues with this process, and
sometimes the Index Management Admin Panel in Kibana will make the
index logstash with nothing else behind it. Kibana does not know how to
handle an index named just “logstash.” You will need to shut off Zeek (Bro),
and restart services, deleted the Index, and keep trying until the log analyzer
performs it’s “roll-over.” The easiest way I found to fix that problem is to
leave the Filebeat service off, restart all other services, start Zeek (Bro), and
then turn back on Filebeat. This forced Elasticsearch to use the proper
Logstash naming convention. The bad part is that you can’t always get the
same results, so if you’re having problems, you will need to play around with
the services, and delete the indexes. I performed multiple steps the same
way, multiple times, and got different outcomes. Elasticsearch will perform a
“roll-over” with the logs periodically, and this is where I believe the hang up
comes from. Once that refreshes, usually it will work, so give it sometime
and keep trying to delete the indexes and restart the services until you get the
proper naming convention.

Conclusion

The ELK Stack is a very versatile and powerful program for analyzing data



and logs in an easy to manage centralized location. The records can be sent
from anywhere and processed in one location. There are endless possibilities
for how you configure ELK to handle and display your data from many
different applications. There are many more uses for ELK Stack than were
covered in this walk-through, but in this walk-through we covered how to
install Elasticsearch, Kibana, L.ogstash, and Filebeat to ingest Zeek (Bro) IDS
logs. Be sure to check out all the modules, and files within the ELK file
folders, and you can start to get a good idea of how powerful this program
can be.

Zeek Signature Configuration

In the previous sections we saw how to install and configure ElasticSearch,
Filebeat, Kibana, and Logstash in order to pipeline the Zeek (Bro) Logs into
an easy to manage web interface. Likewise, now that we have completed the
configuration process, we can pull logs to analyze from PCAP data.
Furthermore, it is equally important to create signatures that find important
data that needs to be monitored. This walk-through is going to show you
how to configure Zeek (Bro) to make notifications and send them to the
notification or signature logs.

Today’s CISOs and Cyber Security Analysts need to be able to quickly
identify potential hazards, and security vulnerabilities on the network.
Everything in this day and age is network centric and it’s important that we
can use a streamlined approach to filtering important events on our networks;
the Zeek (Bro) ELK stack provides a free and comprehensive way of doing
just that. Zeek (Bro) is as powerful a tool as you configure it to be. Zeek
(Bro) has its own programming language that allows administrators to write
their own scripts to monitor network data for detection of potentially
hazardous network behavior. It’s common to use a SIEM to collect high
volumes of network data, but this also makes it very difficult to figure out
what data is important to analyze, and what data is a false positive. Many
companies spend millions of dollars on products that leave them with
questions about whether data is a real threat, where it came from, when it
started, and is it serious. The Zeek (Bro) ELK Stack can tell you the answers
to these questions quickly and efficiently, and at a minimum point you in the
right direction to start looking into potential network issues. Not to mention,



ELK Stack has its own built in SIEM functionality, and we are going to cover
that in future walk-throughs. Remember, security-related issues are often
missed because no one is looking for the vulnerability, or because one
relevant event was missed in a plethora of false positives.

Zeek (Bro) is a great tool for incident response, and network monitoring
because it will give you logs that point out the data you want to quickly view,
and sort. This walk-through is going to cover how to use Zeek’s built in
signatures and add some custom signatures that will help identify important
network traffic.

Overview

Install Zeek (Bro) Signatures from GitHub
Listing of Signature, Notices, and Events
Configure Zeek (Bro) after Signature Installation
Using Zeek (Bro) and ELK stack

Tor Traffic Analysis

Install Zeek Signatures from GitHub

1. Run the following command to switch to the Super User account:

sudo su

2. Change Directory to the <prefix>/Downloads folder on your
machine:

cd /home/iwcdev/Downloads/

Note: Ensure you use your Downloads folder, or whatever folder you
feel comfortable cloning a repository to.

3. Run the following command to clone the GitHub repository
containing the Zeek Site Scripts:

git clone github.com/RichardMedlin/Zeek-Bro.git



root@iwcdev:/home/iwcdev/Downloads# git clone https://github.com/RichardMedlin/Zeek-Bro.
git

Cloning into 'Zeek-Bro'...

remote: Enumerating objects: 62, done.

remote: Counting objects: 100% (62/62), done.

remote: Compressing objects: 100% (61/61), done.

remote: Total 136 (delta 29), reused 0 (delta 0), pack-reused 74
Receiving objects: 100% (136/136), 871.69 KiB | 4.02 MiB/s, done.
Resolving deltas: 100% (34/34), done.
root@iwcdev:/home/iwcdev/Downloads#

4. Change directory to the Zeek-Bro directory:

cd Zeek-Bro

Note: The Zeek-Bro directory is the directory you cloned the git
repository to.

root@iwcdev:/home/iwcdev/Downloads# 1s

root@iwcdev:/home/iwcdev/Downloads# cd Zeek-Bro
root@iwcdev:/home/iwcdev/Downloads/Zeek-Bro# |

5. Run the Install file using the following command:

Jinstall.sh /home/iwcdev/Downloads/Zeek-Bro/site/
/opt/zeek/share/zeek/

Note: Ensure you replaced the file path with where you cloned the
Zeek-Bro repository to. You also need to ensure that you have the
correct path stated for the <prefix>/zeek/share/zeek folder. This script
will install the Zeek “site” folder if it isn’t already there and will
recursively place all the files, folders, and contents as needed. The
“site” folder should exist, and the script will replace the local.zeek file
and any other file that shares the same name orientation that is in the
folder. So, make sure you back up any files in the “site” folder that you
think may get lost when running this script.

You will receive output showing the files were moved. Go to the destination:
<prefix>/zeek/share/zeek/sites/ folder and make sure that the files were
properly copied to their new location.



oot@iwcdev:/opt/zeek/share/zeek/site# 1s
pbasic-auth-notice.zeek ftp-bruteforce.zeek
http-attack.zeek
http-basic-auth.zeek ssh-attack.zeek

Hir-mod.zeek http-pass.zeek tor.zeek
Anstunnel. zeek http-stalling.zeek udpscan.zeek
[ins-zone-trans.zeek local. zeek

oot@iwcdev:/opt/zeek/share/zeek/site#

Listing of Signatures, Notices, and Events

Zeek (Bro) uses the <prefix>/zeek/share/zeek/sites/ folder to house the
local.zeek file and should be used to put your custom scripts in one
centralized place. The other files are located in the Zeek folders as described
below. In order to make changes you need to use the “ cd “ command to
change directory to the directory the files are in. If you have trouble locating
the files by navigating through zeek you can use the command “ locate “ and
the name of the scripts like:

locate loaded-scripts

Note: Notice in the picture below that you can see the path to the loaded-
scripts.zeek file.

root@iwcdev:/home/iwcdev# locate loaded-scripts

/opt/zeek/share/zeek/policy/misc/loaded-scripts.zeek
root@iwcdev:/home/iwcdev#

All of the scripts below are listed just how they are in the local.zeek file for
clarity and for you to understand what scripts and signatures we are loading
using the local.zeek file. Once you navigate to the folder that they are located
in run the following command to edit the settings or look at the script:

nano <file_name>.<extension>
As an example:
nano loaded-scripts.zeek

Likewise, you can type the whole path that was given with the locate
command like the following:

nano /opt/zeek/share/zeek/policy/misc/loaded-scripts.zeek



The following scripts are what we are going to load when Zeek (Bro) is
launched and they are turned on and off in the
/opt/zeek/share/zeek/site/local.zeek file. All you need to do to turn a script
off is to place a # (hastag) at the beginning of the line for the script. View the
local.zeek file using “nano <prefix>/zeek/share/zeek/site/local.zeek”and
look at the example below.

aload http-basic-auth.zeek
dload tor.zeek

aload udpscan.zeek

dload dir-mod.zeek

dload ssh-attack.zeek

dload exfil-detection-framework

redef Exfil::watched subnets conn = [10.211.55.0/24, 192.168.0.0/24];

redef Exfil::hours = [ $start time=6, $end time=17 ];

dload producer-consumer-ratio
dload cryptomining
aload dnstunnel.zeek

aload dns-zone-trans.zeek
dload creditcardcaptures
dload ftp-bruteforce.zeek

Note: Notice the scripts are called by using @load and then the script
folder name, or script itself. The scripts have to have a path if they are not
in the <prefix>/zeek/share/zeek/site/ folder.

The following scripts have been turned on in my configuration:

1. misc/loaded-scripts

o This script logs which scripts were loaded when Zeek (Bro)
was started.

2. tuning/json-logs

o  Applies the default tuning settings for Zeek (Bro) output.
Remember that you need this set the timestamp correctly
when using Logstash or Filebeat. If you want to use the Zeek
(Bro) Module in Filebeat this needs to be changed the same



way it was written up in the Elk stack walk-through. The
following commands are in the
<prefix>/zeek/share/zeek/site/local.zeek file:

o  redef LogAscii::json_timestamps = JSON::TS_ISO8601;
o  redef LogAscii::use_json = T;

redef ignore_checksums = T;

o This setting is found in the
<prefix>/zeek/share/zeek/site/local.zeek file. Enabling this
allows Zeek (Bro) to ignore bad checksums. You want to do
this because Zeek (Bro) will stop analyzing packets if it gets
too many bad checksums.

misc/capture-loss

o  Estimates and logs capture loss.

misc/stats

o  Logs memory, packet, and lag statistics.

misc/scan

o  Built in script used to detect port scans on the network.

misc/detect-traceroute

o  This script detects traceroutes that are ran on the network. If
there are a lot of traceroutes performance could be an issue.

frameworks/software/vulnerable
o  This script detects vulnerable versions of software on the

network; usually software that is older than the current
version. The default option is monitor software that is defined



10.

11.

12.

as local on the network.

frameworks/software/version-changes

o  This script is used to detect version changes, and attacker
installed hard-drives.

frameworks/signatures/detect-windows-shells

o  This script detects forward, and reverse shells that are
transmitted in cleartext across the network.

The following scripts detect software in various protocols as
defined:

protocols/ftp/software
protocols/smtp/software
protocols/ssh/software
protocols/http/software
protocols/rdp/indicate_ssl

O O O O O

protocols/http/detect-webapps

o  Detects-webapps used on the network. This is currently
disabled but can be turned on by removing the # at the
beginning of the line.

o  This script uses the
<prefix>/zeek/share/zeek/policy/protocols/http/detect-
webapps.sig file with detect-webapps.zeek to pick up web app
traffic from major cloud services.

13. protocols/dns/detect-external-names

o This script shows DNS results that are outside of your local
DNS zone that is being hosted externally. You have to
modify the script to define the Site::local_zones variable in



order for it to work.

o To set local zones change directory to site.zeek folder:
cd /opt/zeek/share/zeek/base/utils/site.zeek

Note: You need to change the following highlighted area to contain
your local zone. The second picture shows how to format the spacing
and is the private address space that is just above the local zones. This
gives an idea of proper spacing for the Zeek (Bro) scripting.

nano site.zeek

root@iwcdev: fhome/iwcdev

GNU nano 3.2 /opt/zeek/share/zeek/base/utils/site.zeek

global local nets table: table[subnet] of subnet = {};

option neighbor nets: set[subnet] = {};

option local admins: table[subnet] of set[string] = {};
option local zones: set[string] = {};

option neighbor zones: set[string] = {};

option private address space: set[subnet] = {
10.0.0.0/8,
192.168.0.0/16,
172881 6EOAC A0S
100.64.0.0/10, # RFC6598 Carrier Grade NAT
127.0.0.0/8,
[fe80::]1/10,
=G L7287

14. protocols/ftp/detect

o  This script detects FTP sessions over the network.



15. protocols/conn/known-hosts

o  Tracks known assets on the network by logging hosts that
have performed a full TCP handshake and logs these
addresses once per day by default. This creates an easy way
of seeing how many IPs are being used on the network each
day. This can help identify malicious devices. The file can be
modified with your parameters by using nano to modify
<prefix>/zeek/share/zeek/policy/protocols/conn/known-
hosts.zeek as shown below:

cd /opt/zeek/share/zeek/policy/protocols/conn/known-hosts.zeek
nano known-hosts.zeek

root@iwcdev: /opt/zeek/share/zeek/policy/protocols/conn

GNU nano 3.2 known-hosts.zeek

const use host store = T &redef;
option host tracking = LOCAL HOSTS;

global host store: Cluster::StorelInfo;

const host_store _name = "zeek/known/hosts" &redef;

const host store expiry = lday &redef;

option host_store timeout = 15sec;

16. protocols/conn/known-services

o  This script defines a service as an IP address and port that
have made a complete TCP handshake with another host on
the network. If it determines that a protocol was used the
protocol will be logged too.

17. protocols/ssl/known-certs



18.

19.

20.

21.

22.

o  Logs the known certificates that were used on the network but
attempts to discard logging the same certificate multiple
times.

protocols/ssl/validate-certs

o  This script performs certificate chain validation and caches
intermediate certificates for future validation.

protocols/ssl/log-hostcerts-only

o  This script is used to keep Zeek (Bro) from logging SSL. CA
certificates in the x509.log, and so that only host certificates
are logged.

protocols/ssl/notary

o [ have this turned off in the local.zeek file, but you can
remove the # by #@load protocls/ssl/notary line in order for
Zeek (Bro) to check each SSL certificate hash against the ICSI
notary located at notary.icsi.berkeley.edu.

protocols/ssh/geo-data

o  Logs SSH GeolP data if GeolP is enabled. GeolP was
enabled in the Zeek (Bro) installation in the CIR 2019 Q4
located at the following web-address:

informationwarfarecenter.com/cir/Cyber_Intelligence_Report_2019
protocols/ssh/detect-bruteforcing

o  This script detects brute force attacks performed by hosts that
are guessing passwords over SSH. You can adjust the
following parameters by running nano and editing
<prefix>/zeek/share/zeek/policy/protocols/ssh/detect-
bruteforcing.zeek as shown below:


http://notary.icsi.berkeley.edu/

cd opt/zeek/share/zeek/policy/protocols/ssh/
nano detect-bruteforcing.zeek

const password guesses limit: double = 30 &redef;

const guessing timeout = 30 mins &redef;

const ignore guessers: table[subnet] of subnet &redef;

23. protocols/ssh/interesting-hostnames

o This script looks for infrastructure hostnames used for SSH
login. Furthermore, these are normally names used by
nameservers, mail servers, web servers and ftp servers. Once
a hostname is established Zeek (Bro) will generate a notice.

24. protocols/http/detect-sqli

o  This script determines if a host is performing an SQL injection
attack and will create a notification. You can make parameter
changes to the file by running the commands shown below:

cd /opt/zeek/share/zeek/policy/protocols/http
nano detect-sqli.zeek



25

26

27

28

Q root@iwcdev: /opt/zeek/share/zeek/policy/protocols/http

GNU nano 3.2 detect-sqli.zeek

POST SQLT,

COOKIE SQLI,

const sqli requests threshold: double = 50.0 &redef;

const sqli requests interval = 5min &redef;

const collect SQLi samples = 5 &redef;

. frameworks/files/hash-all-files
o  Enables MD5 and SHA1 hashing for all file transmissions.
. frameworks/files/detect-MHR

o  This script detects file downloads that have hash values that
match Team Cymru’s Malware Hash Registry.

o  The registry is located at: www.team-
cymru.org/ServicessMHR/

. policy/frameworks/notice/extend-email/hostnames

o  Loading this script extends the:
zeek:enum: Notice::ACTION_EMAIL" action by appending
the hostnames associated with :zeek:type: Notice::Info™'s
*src* and *dst* fields as determined by a DNS lookup to the
Email.

. policy/protocols/ssl/heartbleed

o  This script is used to detect the heartbleed vulnerability. This


http://www.team-cymru.org/Services/MHR/

bug was found and registered to the Common Vulnerabilities
and Exposures Database in 2014 and is listed as CVE-2014-
0160.

o  This vulnerability still exists in smaller numbers, but if you do
not need to monitor for it, just place a # before the @load
policy protocols/ssl/heartbleed line in the
/zeek/share/zeek/site/local.zeek file.

Note: This script does impact performance in some cases, so if you do
not need to monitor for it disable it.

29. policy/tuning/track-all-assets

o  Loads the known-hosts, known-services, and known-certs
policies at one time.

30. policy/protocols/conn/vlan-logging

o Once a VLAN connection is made the VLAN information is
added to the connection log.

31. policy/protocols/conn/mac-logging

o  Enables Link-Layer Adress logging for each end point to the
connection log.

32. http-basic-auth.zeek

o  This script detects and gives a notification if there is a basic
authentication performed over http.

33. tor.zeek

o  This script detects TOR network traffic and will give a
notification showing which IP address was detected to use the
tor network. You can edit the parameters of the Tor script by
running the following commands:



cd /opt/zeek/share/zeek/site
nano tor.zeek

Note: You can change the settings to see the best results. I currently
had it set this way for the write up so that Zeek (Bro) would trigger the
notification faster. The default settings are as follows:

const tor_cert_threshold = 10.0;

const tor_cert_period = 5Smin;
const tor_cert_samples = 3 &redef;

Eload base/frameworks/notice

module DetectTor;

export {
redef enum Notice::Type += {

DetectTor: :Found

}i

const tor cert threshold = 1.0;

const tor cert period = 1lmin;

const tor cert samples = 1 &redef;

34. udpscan.zeek

o This script will create a notice if it detects a UDP scan on the
network.

35. dir-mod.zeek

o  This file monitors whatever directory is specified in line 5 of
/zeek/share/zeek/site/dir-mod.zeek for any changes every 30
seconds. Set the folder path in the highlighted text below:

cd /opt/zeek/share/zeek/site/
nano dir-mod.zeek



@load base/utils/dir

event zeek init()

{
I Dir::monitor (i aYA=R®Al, function(fname: string)
{

print fname;
1A

36. ssh-attack.zeek

o  This script is set to check for ssh password guessing and
creates a notice if an SSH password attempt is generated 3
times within 60 minutes. This can be changed by using nano
to edit the /zeek/share/zeek/site/ssh-attack.zeek file as shown
below:

cd /opt/zeek/share/zeek/site/
nano ssh-attack.zeek

cload protocols/ssh/detect-bruteforcing
dload policy/frameworks/notice/actions/drop

redef SSH::password guesses limit=3;
redef SSH::guessing timeout=60 mins;

event NetControl::init()

{
local debug plugin = NetControl::create debug(T);

NetControl::activate(debug plugin, 0);
}

hook Notice::policy(n: Notice::Info)
it
if ( n$note == SSH::Password Guessing )
NetControl::drop address(n$src, 60min);
add n$actions[Notice::ACTION DROP];
add n$actions[Notice::ACTION LOG];

}

37. exfil-detection-framework

o  These settings are found in the
<prefix>/zeek/share/zeek/site/local.zeek file.
o  Redefine networks monitored for exfil in your local.zeek:
m redef Exfil::watched_subnets_conn =



[10.211.55.0/24, 192.168.0.0/24];
o  Redefine the business hours of your network in your
local.zeek
o  start_time and end_time must be specified on 24 hour clock
and you can use single digits like 6 through 24 or total times

like 0600 through 2400:
m  redef Exfil::hours = [ $start_time=6, $end_time=17
I;

o Use the following command to switch to the Exil-framework
folder for modifications:

cd /opt/zeek/share/zeek/site/exfil-detection-framework
nano main.zeek

Note: The picture below shows some of the settings you can change,
but you can look through multiple scripts within the folder and make
changes. This is a script that can overload some machines. You will
need to try different configurations in order to tweak it to your specific
needs.

type Settings: record {
checkup interval: interval &default=1lsec;

byte rate thresh: count &default=2000;
file thresh: count &default=65536;

notice: bool &default=T;

note: Notice::Type &default=Exfil::File Transfer;

38. producer-consumer-ratio

o  This script is used to see which nodes transmit or receive large
amounts of data on the network. This is good for finding
possible malware, bitcoin mining, data theft, and many other



things.
39. Cryptomining

o  This script is used to detect Bitcoin, Litecoin, PPCoin, and
other types of cryptocurrency mining traffic that use getwork,
getblockted, or stratum mining protocols over TCP and
HTTP.

40. dnstunnel.zeek

o DNS tunneling is a cyber-attack that encapsulates data in a
DNS query or response that contains a payload that can be
used to attack a DNS server. This process works very
similarly to VPN encapsulation but instead uses the DNS
protocol. This script detects DNS tunneling on the network
and produces a notification.

41. rdp
o  This script is used to detect and notify if an event is triggered
that uses RDP remote code execution vulnerability or
BlueKeep denial of service.

42. Smtp

o  This script records SMTP information after decoding any
base64 encoded SMTP subject lines.

43. dns-zone-trans.zeek

o  This script detects DNS Zone Transfer queries that indication
recon being performed on the network and creates a notice.

44. Creditcardcaptures

o This script looks for credit card information sent across the



network in plain text. The default log is redacted, but this can
be altered by changing the const redact_log = F &redef;
setting to T as shown in the pictures after running the
commands below:

cd /opt/zeek/share/zeek/site/creditcardcaptures/
nano main.zeek

redact log = F &redef;

summary length = 200 &redef;

cc_regex = /(7| [70-9\-]1)\x007[3-9] (\x007[0-9]){2,3}([[:blank:]\-\.]?\x007

use cc separators = T &redef;

45. ftp-bruteforce.zeek

o  This script creates two notices, the Bruteforcer, and
BruteforceSummary when an FTP bruteforce attack is
detected.

46. http-stalling.zeek
o  This script detects HTTP DoS, and DDoS attacks. The
following parts of the script
<prefix>/zeek/share/zeek/site/http-stalling.zeek can be
changed for differing results:

cd /opt/zeek/share/zeek/site/
nano http-stalling.zeek

47. http-attack.zeek

o This script looks for non-RFC compliant HTTP requests and
creates a notice.



48. http-pass.zeek

o  This script looks for clear text passwords sent over HTTP
protocol and creates a notice.

Configure Zeek after Signature installation

There are a few settings we want to configure in Zeek (Bro) before we start
using the new signatures. Perform the following steps to finish configuring
Zeek (Bro) for use:

1. Change directory to the
<prefix>/zeek/share/zeek/base/protocols/ssl folder:

cd /opt/zeek/share/zeek/base/protocols/ssl

2. Run the following command to edit the main.zeek file:

nano main.zeek

Note: add port 9050/tcp to the last line of “const ssl_ports” as shown
in the picture below.

3. Change directory to the
<prefix>/zeek/share/zeek/base/protocols/http/ folder:

cd /opt/zeek/share/zeek/base/protocols/http

4. Edit the main.zeek file by using thing following command:

nano main.zeek

Note: set this option to T in order to capture the actual passwords used
for Basic-Authentication.



root@iwcdev: /opt/zeek/share/zeek/base/protocols/ss|

GNU nano 3.2 main.zeek Modified

redef record Info += {

delay tokens: set[string] &optional
|
const ssl ports = {
443/tcp, 563/tcp, 585/tcp, 614/tcp, 636/tcp
989/tcp, 990/tcp, 992/tcp, 993/tcp, 995/tcp, 5223/tcp,| 9050/tcp,
Y

root@iwcdev: /opt/zeek/share/zeek/base/protocols/http

GNU nano 3.2 main.zeek
export {
redef enum Log::ID += { LOG };
type Tags: enum {

EMPTY
}

ohfién default capture password = TH

type Info: record {

3




Using Zeek (Bro) and ELK Stack

This part of the walk-through will assume you have a basic understanding of
ELK Stack and Zeek (Bro) after going through the other walk-throughs.

1. Change directory to the Zeek (Bro) <prefix>/zeek/bin directory:
cd /opt/zeek/bin
2. Run the ./zeekctl command to start Zeek Control by typing:

Jzeekctl

‘root@iwcdev:/opt/zeek# cd bin
| root@iwcdev: /opt/zeek/bin# 1s

root@iwcdev:/opt/zeek/bin# ./zeekctl

[ZeekControl] > install
removing old policies in /opt/zeek/spool/installed-scripts-do-not-touch/site ...
removing old policies in /opt/zeek/spool/installed-scripts-do-not-touch/auto ...
creating policy directories ...
i site policies ...

cluster-layout.zeek ...

local-networks.zeek ...

zeekctl-config.zeek ...
generating zeekctl-config.sh ...

3. Run the Install command:

install

[ZeekControl] > install

removing old policies in /opt/zeek/spool/installed-scripts-do-not-touch/site ...
removing old policies in /opt/zeek/spool/installed-scripts-do-not-touch/auto ...
creating policy directories ...

installing site policies ...
generating cluster-layout.zeek ...
generating local-networks.zeek ...
generating zeekctl-config.zeek ...
generating zeekctl-config.sh ...

4. Run the deploy command to start Zeek (Bro) with the new settings:

deploy



Note: Everytime you make script changes or settings changes you need
to run the install and deploy commands after restarting Zeek (Bro). If
everything is configured correctly in the signature or configuration files
then Zeek (Bro) will launch without any errors as shown below.

[ZeekControl] > deploy
checking configurations ...
installing ...
removing old policies in /opt/zeek/spool/installed-scripts-do-not-touch/site ...
removing old policies in /opt/zeek/spool/installed-scripts-do-not-touch/auto ...
creating policy directories ...
i site policies ...

cluster-layout.zeek ...

local-networks.zeek ...

zeekctl-config.zeek ...

zeekctl-config.sh ...

workers ...

proxy ...
manager ...

manager ...
proxy ...
workers ...

status

[ZeekControl] > status
Type Host Status Started
manager localhost running 02 Dec
proxy  localhost running 02 Dec
worker-1-1  worker Tlocalhost running 02 Dec

worker-1-2  worker Tlocalhost running 02 Dec
worker localhost running 02 Dec
worker localhost running 02 Dec
worker localhost running 02 Dec
[ZeekControl] >

Note: You should have a similar output as shown above.

6. Run the following commands to stop and exit out of Zeek (Bro):

stop
exit



[ZeekControl] > stop
stopping workers ...
stopping proxy ...

stopping manager ...
[ZeekControl] > exit
root@iwcdev:/opt/zeek/bin# |

7. Set the Exfil After Hours settings in local.zeek to a time that will
trigger a notification if something is downloaded on the network.
Ensure you have your network IP Addresses set correctly. You will
need to restart Zeek (Bro) and run the install and deploy
commands.

8. Go to the Kibana Dashboard and look at Logstash logs in the
discover panel. Go to the search bar and type:

Log.file.path: /opt/zeek/logs/current/notice.log

Note: You should see output like below. This filters specific logs for
you to see. In the next step I will show you an alternate way to look at
the notice.log from the terminal too, while looking at an NMAP scan
notification.

3 log.file.path: Jopt/zeek/logs/current/noticeog X + Add filter

logstash-* v 10 hits
Selected fields Nov 24, 2019 @ 21:25:23.725 - Nov 24, 2019 @ 21:40:23.725—  Auto v

Available fields o

@ @timestamp g
o
t @version
@ AA
o RA @timestamp per 30 seconds
DIRD Time _source
o T ” e
Nov 24, 2019 @ 21:26:17.658 10g.file.path: /opt/zeek/logs/current/notice.log ts: Nov 24, 20819 @ 21:25:21.468
# TTLs peer_descr: worker-1-3 src: 18.211.55.9 id_resp_host: 152.89.211.246
o id_resp_port: 45,647 p: 45,647 ecs.version: 1.1.0 resp_geoip.city name: Amsterdam
resp_geoip.timezone: Europe/Amsterdam resp_geoip.location.lon: 4.945
t _id resp_geoip.location.lat: 52.311 resp_geoip.region_name: North Holland
t _index
5 Expanded document View surrounding documents  View single document
# _score
t _type Table JSON

If you click the drop down for the log, you can see a file was uploaded and
detected on the network by looking at the message. The to IP address was
blacked out.



t msg File upload heuristically detected from 18.211.55.9 to Emis file is approximate
ly 222088634 bytes.

t note Exfil::File_Transfer

Below you will see an example of an after hours transfer notification.

t input.type log

t log.file.path /opt/zeek/logs/current/notice.log

# log.offset 7,562

t msg Sent Bytes: 11178720, UID: CzykumlwHvokjérsfc
t note Exfil::After_Hours_Transfer

# p 8,080

9. Perform an NMAP Scan on your network from an external host and
see what happens. You should get a notice that has a note that says
Scan::Port_Scan as shown below.

Filters log.file.path.keyword : "fopt/zeek/logs/current/notice.log" KaL ~  Last 15 minutes Show dates C Refresh

3+ Add filter

Jogstash-* % Dec 1,2019 @ 22:00:53.242 - Dec 1, 2019 @ 22:15:53.242 —  Auto ~
Selected fields 1
? _source e

2 06
Available fields & §

S 04
Popular o3
0 geoip.ip B

22:02:00 22:03:00 22:04:00 22:05:00 22:06:00 22:07:00 22:08:00 22:09:00 22:10:00 22:11:00 22:12:00 22:13:00 22:14:00 22:15:00
£§ [ocation @timestamp per 30 seconds
© @timestamp
Time _source

t @version

> Dec 1, 2019 @ 22:13:27.981  gyppress_for: 3680 ts: Dec 1, 2019 @ 22:13:26.222 peer_descr: manager dst: 18.211.55.9
il agent.id: 5d43b1f9-83e6-4a19-Bac2-ebfeBfefa3sh agent.hostname: iwcdev agent.version: 7.3.2
0 RA agent.type: filebeat agent.name: zeek-beat agent.ephemeral id: 24fb86d7-2a3b-48dd-a8dd-

d2fbad628f98 note: Scan::Port_Scan msg: 18.211.55.2 scanned at least 18 unique ports of host
Q@ RD
10.211.55.9 in @mds @timestamp: Dec 1, 2619 @ 22:13:27.981 host.name: zeek-beat input.type: log

Qo TC

10. Change directory to the <prefix>/zeek/logs/current/
directory:

cd /opt/zeek/logs/current/

11. Run the following command to view the notice.log in real
time in the terminal:

tail -f notice.log



root@iwcdev:/opt/zeEk/logs/current# tail -f notice.log
{"ts":"2019-12-02T03:13:26.222049Z", "note":"Scan: :Port Scan","msg":"10.211.55.2 scanned at leas
t 18 unique ports of host 10.211.55.9 in Om4s","sub":"local","src":"10.211.55.2","dst":"10.211.

55.9","peer descr":"manager","actions":["Notice::ACTION DROP","Notice::ACTION LOG"],"suppress f
or":3600.0, "dropped" : false}

Note: All of the logs Zeek (Bro) generates can be viewed in the
terminal, or in Kibana how we showed above.

This is how we analyze the notice.logs and view them in Zeek (Bro). For the
last part of this walkthrough we will go through generating Tor Traffic using
the Tor browser we installed earlier, in the “Anonymity on the Web”
walkthrough. Using the Tor browser on the network will trigger a Zeek (Bro)
notice so we can ensure that the Tor.zeek script is configured correctly.



Tor Traffic Analysis

Start Zeek (Bro) and open your Tor Browser and check to see that Tor is
currently working as shown in the previous “Anonymity on the Web”
walkthrough. Navigate to different webpages giving time for the log
shipping to catch up and then go to Kibana and look at the Notice.log.

1. When looking at the log, you will see the IP address and the
message (MSG) will state the IP address was found using Tor by
connecting to servers with at least 1 unique weird cert.

> Dec 2, 2819 @ 22:41:5@ @ input.type: log suppress_for: 3,600 ecs.version: 1.1.8 sub: Sampled certificates: CN=www.oe57jv72f6ithflw.net
agent.name: zeek-beat agent.id: 668cff6f-7bd7-476b-82cd-22d16097884c agent.hostname: iwcdev
agent.version: 7.4.1 agent.type: filebeat agent.ephemeral_id: 798b2005-c514-4842-9757-3806225b@cabf
host.name: zeek-beat msg: 10.211.55.9 was found using Tor by connecting to servers with at least 1 unique weird

certs peer_descr: manager @version: 1 note: DetectTor::Found src: 16.211.55.9 actions: Notice::ACTION_DROP,

2. If you expand the log information you will see the Sampled
certificates; take note of the certificate name.



3. The next notice.log entry will have an SSL invalid Server Cert
notification as shown below.

~ Dec 2, 2019 @ 22:41:53.101  gcs.version: 1.1.8 proto: tcp agent.name: zeek-beat agent.id: 668cff6f-7bd7-476b-82cd-22d16097804c

agent.hostname: iwcdev agent.version: 7.4.1 agent.type: filebeat agent.ephemeral_id: 798b26005-
c514-4842-9757-380225b0cabf host.name: zeek-beat id_resp_port: 45,647 msg: SSL certificate validation failed
with (unable to get local issuer certificate) @version: 1 note: SSL::Invalid_Server_Cert src: 10.211.55.9

actions: Notice::ACTION_LOG, Notice::ACTION_DROP dropped: false tags: zeek, beats_input_codec_json_applied,

4. Expand the drop down, and scroll down, and you will see the sub
entry shows the same sample certificate as the certificate that
triggered the Tor notification.



t resp_geoip.city_name Amsterdam

t resp_geoip.continent_code EU

t resp_geoip.country_code2 NL

t resp_geoip.country_code3 NL

t resp_geoip.country_name Netherlands

t resp_geoip.ip 152.89.211.246
# resp_geoip.latitude 52.311

# resp_geoip.location.lat 52.311

# resp_geoip.location.lon 4.945
# resp_geoip.longitude 4.945
t resp_geoip.postal_code 1101
t resp_geoip.region_code NH

. l 8 t resp_geoip.region_name North Holland

|
BRI resp_geoip.region_name "da"‘

t src T 10.211.55.9

t sub CN=www .0e57jv72f6ithflw.net

# suppress_for 3,600

t tags zeek, beats_input_codec_json_applied, _dateparsefailure, _geoip_lookup_failure
O ts Dec 2, 2019 @ 22:41:51.913

t uid CrHlvm21Np2MsiCs0j

5. Copy the IP address and go to the following website to check if it
is a Tor exit relay:

metrics.torproject.org/exonerator.html

6. Enter the information into the IP Address field and enter a date at
least a day prior to when you got the notification like the below
picture:


https://metrics.torproject.org/exonerator.html

«)> ¢ [@ [“Whttps://metrics.torproject.org/exonerator.html|

v B

News & Sources & Services </> Development I Researc

T&f | Metrics

A Home & Users £ Servers A Traffic @ Performance == Onion Services £5 Applications
Home » Services » ExoneraTor
Enter an IP address and date to find out whether that address was used as a Tor relay:
IP address Date
152.89.211.246

12/02/2019 @

7. The ExoneraTor will come back showing if it was a known exit
node or not. Some Exit Nodes are not publicly listed so it is
possible that an IP may not show on the known list of Tor exit
nodes, but this gives you a good idea that there is suspected Tor
traffic on the network. Likewise, this gives you a good reason to
look into what may be occurring.

ExoneraTor

Enter an IP address and date to find out whether that address was used as a Tor relay:

IP address Date
152.89.211.246

12/01/2019 ©

Summary

Result is positive

We found one or more Tor relays on IP address 152.89.211.246 on or within a day of 2019-12-01 that Tor clients were likely to know.

In this walk-through we went over how to configure and deploy signature-
based scripts in Zeek (Bro). You will be able to tailor these scripts to your
needs in order to find most malicious traffic that could be on your network.
Being able to manipulate what you analyze on the network quickly and
efficiently is critical for being able to accurately monitor network activity.
Zeek (Bro) combined with ELK stack is a powerful IDS application.
Likewise, this setup can be used for network analysis, incident response, or
active monitoring. Using Zeek (Bro) and ELK stack to learn how different
vulnerabilities trigger logs and sorting the data for quick analysis is one of the



best tools you can have to become a better Infosec expert.



Kibana Visualization and Dashboard
Creation

The Kibana Dashboard is used to add searches, visualizations, and maps for
you to view any type of data that you ship to ElasticSearch. The dashboard
gives you the ability to look at data in as much depth as you configure it to
go. The dashboard itself gives you a lot of flexibility for performing analysis
of information in a side by side manner. Once you make dashboards you can
edit and view the data that is displayed, or you can use some of the
preconfigured dashboard visualizations that are already built into Kibana.
You can customize the visualizations to set up a custom SIEM to monitor
events on your network. Kibana provides an interface for you to see what is
happening in your network environment, and can be used to display the
information in a way that is quick and easy to drill down on anomalies in
system and network behavior, while also providing signature-based detection
of potential malicious activity on the network.

Once you import data into ElasticSearch — using whatever method you
decide — Kibana can take that data and provide multiple formats to visualize
your data. You can use pie-charts, bar-charts, sunbursts, heat, region and
coordinate maps, data tables, tag clouds, and histograms to name a few.
Kibana allows you to add controls, radio sliders, and filters — this makes for
a very versatile option when viewing data. Kibana uses metric aggregation
and bucket aggregation to match search criteria in documents. Once you
setup your desired dashboard panel using the visualization method, you can
save the result and build a dashboard that you can access anytime.

In this section of the write-up we are going to cover how to make a Kibana
Dashboard. In order to create a dashboard, you need to first create
visualizations. The visualizations will be the different panes that will make
up your dashboard. We are going to cover some of the basics for creating a
dashboard similar to the one built for CSI Linux that can be downloaded at
https://csilinux.com. Go ahead and launch ELK stack and ensure you have
collected some logs with Zeek (Bro). At this point you should be in your
web browser and open up Kibana by using the IP address for your SIEM.

This section will cover the following:


https://csilinux.com

¢ Creating Visualizations for the SIEM Dashboard
GeoHeat Map

Saving Visualizations

Viewing the Newly Created Visualization
GeolP Unique Count

Top Network Traffic Generation
Top Network Applications

Top Network Traffic Destination
Average Missed Bytes

Sum of Bytes

Notices Generated

e Building the Dashboard

0O 0O 0O 0O o 0o 0o 0o o o

Creating Visualizations for the SIEM Dashboard

GeoHeat Map

We will start by creating a heat map that shows the location of external
network traffic. This will allow you to see where your network
communications are coming from externally, and where your internal
network nodes are sending traffic to. This is helpful for identifying malicious
traffic, and you can also setup caching for your proxy server if you have one
on the. Likewise, it will help cut down some of the wait times for your
network nodes and allow you to optimize your network speeds.

1. Left Click on Visualizeg_
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2. Left Click on Create Visualization:

3. Left Click on the Coordinate Map icon:



New Visualization

Q) Filter
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Note: Take a minute to explore the Visualization area and see the different
types of panels you can create. There is a lot of flexibility for what you can
do with the Kibana visualization dashboard.

4. Type log — or logstash and Left Click logstash-*:

New Coordinate Map / Choose a source

(] Sort v

IEL logstash-* I

Q Al ASAmlebeat Cisco]

2 0 D H H D

1

All logs [Filebeat Kafka] ECS

Error logs [Filebeat MongoDB] ECS

All logs [Filebeat MongoDB] ECS

Apache errors log [Filebeat Apache] ECS
Apache access logs [Filebeat Apache] ECS

Error Logs [Filebeat AWS]

2 3 4 5

Types 2 v



5. Left Click the + Add selection under Buckets and Left Click Geo
coordinates:

®  +Add filter

Data Options

Metrics

> Value Count

e & OO

Buckets

© Add
NORTH
AMERICA
ADD BUCKET

Geo coordinates

SOUTH
AMERICA

6. Left Click the Aggregation drop down and select Geohash — Left
Click the Field drop down and Left Click geo.iplocation, and the Left
Click the save radio button as highlighted below:



m . (+]
Data Options X
e

Metrics

> Value Count

Buckets

v Geo coordinates NORTH

AMERICA

Yy cyauun Geonasieip
Geohash hed
Field

geoip.location N

@ Change precision on map zoom

@ Place markers off grid (use

geocentroid)
SOUTH

@ Only request data around map extent AMERICA

Custom label

> Advanced

7. Left Click Options and Left Click Heatmap, and then Left Click the
Save radio button as shown below:



Data | Options X

v/ Scaled circle markers

Shaded circle markers
Shaded geohash grid
Heatmap

Legend position

Bottom right N7

@ show tooltip

@ Desaturate tiles

Base layer settings

WMS map server

Layers

road_map v

Note: If you use a WMS Map Server you can have the selected data display
over that map, you just need to click the radio button to turn that on and
enter you WMS URL, along with the appropriate layers, version, and
format. Assign WMS Attribution strings, and then you can use comma
separated lists of WMS Server supported styles if you use them, but you can
leave that blank as well. Some servers use transparent layers, so you will
need to use a png file type for the WMS Format if that is the case, or it will
be transparent and won’t display very clearly.

Y ou should now have an output similar to the following. Remember, you can
adjust the cluster size in the options pane if you want to make the heatmap
circles larger — it is a preference for how you would like to see the heat

map. Next, we need to save the Visualization — I will detail how to do that,
and once you do one, you can repeat the same process each time. In the steps
after this one, I will just display how to generate the visualization to save
space. Refer back to the following steps to save your visualizations. The rest



of these visualizations will give you a great idea of how to make your own
custom visualizations. Feel free to play around with the different
visualizations and create a dashboard that works for you. I will provide the
basic dashboard that I found important for my setup.
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Saving Visualizations

1. Left Click Save:
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2. Fill out the Title Information that you want to name the
Visualization, the description and Left Click Save in the lower
right corner.

Save visualization

itle

SIEM GeoMap

Description

Heat map that displaces geoip location data. \

coce D

Note: You should get a pop up in the lower right corner of the Kibana page
that shows saved and the name of the visualization.

View the Newly Created Visualization

1. Left Click Visualizations:
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2. Type the name of the Visualization that you created and Left Click
it from the list provided:

Visualizations @ Create visualization
Q siEem °
rrrrr e ot Actions
Si-SIEM £ Markdow
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Csi - [SIEM] Notice: s Generate d = TsvB
SIEM GeoMap © Coordinate Map LI BP0t Ofpinces geop)

Rows per page: 20 v/

Note: Once you select the Visualization you will be back at the editing
menu for it. This is how you can go back and change your Visualization.
We will go over how to do this from your dashboard as well, but you can
change any specific Visualization and it be relayed to the dashboard
because the dashboard is built off the Visualization itself, so if it’s changed,



the dashboard will reflect too.
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This Visualization is going to allow you to show the specific unique counts of

network traffic that correlates to your heat map you just created. The

heatmap shows the large area of usage, while this will show specific counts

based off of a color chart.

1. Left Click on Visualize:
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2. Left Click on Create Visualization:



3. Left Click Coordinate Map:



New Visualization
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4. Type log — or logstash and Left Click logstash-*:

New Coordinate Map / Choose a source

IE logstash-* I

logstash-*
Q Al ASAIebeat Cisco]

QU Alllogs [Filebeat Kafka] ECS

QU Error logs [Filebeat MongoDB] ECS

QU All logs [Filebeat MongoDB] ECS

QU Apache errors log [Filebeat Apache] ECS
QU Apache access logs [Filebeat Apache] ECS

QU Error Logs [Filebeat AWS]

1.2 3 45

5. Left Click the Value drop down and Left Click the Aggregation text
box, and scroll down and Left Click Unique Count:



Data Options X
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~ Value

Aggregation Count help

Count v

Average
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Sum
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" Unique Count |

6. Left Click the Field drop down, and scroll down until you see
geo_point, and Left Click geoip.location:
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Aggregation Unique Count help

Unigue Count M

Field

xmt_time
geo_point

geoip.location
ip

geoip.ip
number
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© Add

7. In the Buckets pane, Left Click Add and the Left Click Geo



coordinates:

logstash-*
Data Options >3 X
Metrics
v Value
Aggregation Unique Count help
Unique Count o
Field
geoip.location v

Custom label

> Advanced

Buckets

© Add

ADD BUCKET

Geo coordinates

8. Left Click Geo Coordinates and then Left Click the Select an
Aggregation drop down, and Left Click Geohash:

Buckets

v (Geo coordinates

Aggregation

Geohash

Note: Ensure that geoip.location is selected in the Field drop down just
like the heat map we created earlier. Mine was auto populated, but if it
isn’t just select it.

9. Left Click the Save radio button just like the last Visualization:
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Note: Once you hit play you can see an output of dots similar to the picture
above. You can go to options and change the colors if you want, but the
default for mine is reds. Once you are finished save this Visualization — 1
named this Visualization SIEM GeolP Unique Count — just like the last
one and name it something you’ll remember.

Top Network Traffic Generation

We are going to create a pie chart that can quickly show you which IP
Addresses are generating the most network traffic on the network you are
monitoring.

1. Left Click on Visualize:
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2. Left Click on Create Visualization:



3. Go to Visualizations, and create Visualization just like the previous
steps, and then Left Click Pie:
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4. Type Log and Left Click logstash-* at the New Pie / Choose a source
popup:

New Pie / Choose a source
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1.2 3 4>

5. Left Click + Add — under the Buckets pane — Left Click Split Slices:



Data Options

Metrics

v Slice size

Aggregation Count help
Count N
Custom label
> Advanced
Buckets
© Add

ADD BUCKET

Split slices

Split chart

6. Left click the Aggregation drop down box and Left Click Significant
Terms — once the Field menu pops up — Left Click
id_orig_host.keyword — you may have to scroll down to it — and the

type 10 in under size and press return, or hit the play button for it to
update the pie chart with those settings:
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Note: You should see a similar output to the following.

7. Save the Visualization the way we saved it in the previous steps — I
saved mine as SIEM Top Network Traffic Generation.

Top Network Applications

This Visualization will show you the top network Applications based off the
OSI Presentation Layer 6 data that is traversing your network. This
Visualization will help you see what kind of data is being sent across the
network, and what applications may be running.

Note: Now that you should have a good idea of how to create a
Visualization and save it, I will start combining some of the steps, and show
what selections you should make to create the Visualization. If you need to
see anything new I will slow down and show the steps one at a time.

1. Left Click on Visualize:
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2. Left Click on Create Visualization:



3. Go to Visualizations, and create Visualization just like the previous
steps, and then Left Click Pie:



New Visualization

Q Filter
B E
¢ [ % Y
Lens Area Controls Coordinate
Map
— "
€A Q) 39
Data Table Gauge Goal Heat Map
[ &
o7 F=a
= |/ & T}
Horizontal Bar Line Maps Markdown

G u i

Metric Pie Region Map TSVB
E
= @ <> H
Tag Cloud Timelion Vega Vertical Bar

4. Type Log and Left Click logstash-* at the New Pie / Choose a source
popup:
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5. Left Click the + Add selection under Buckets, and then Left Click Split
Slices:



Data Options
Metrics
s Slice size
Aggregation Count help
Count b
Custom label
> Advanced
Buckets
© Add
ADD BUCKET
Split slices
Split chart

6. Left Click Significant Terms under Aggregation, Left Click
service.keyword under Field, and Type 10 under Size, and then Left
Click play or press Enter / Return:
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Note: At this point you should see something similar to the above picture.
I didn’t generate that many logs for this example, so I’m only showing http,
https, and SSL. The Size of 10 means you will see up to the top 10
presentation or session layer types.

7. At this point you need to save the Visualization and name it — I named
this Visualization as SIEM Top Network Applications.

Top Network Traffic Destination

This Visualization is going to show you the top Network Traffic
Destinations. This is good for knowing what your big traffic producers are.
When combined with the Zeek (Bro) Signature for detecting exfiltration, this
can come in handy. It’s also good to know because you can also tweak some
network settings — if needed — to accommodate the large producers on the
network for load balancing and overall throughput. You always want to have
a good idea of what is generating or receiving the most traffic on the
network.

1. Left Click on Visualize:
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2. Left Click on Create Visualization:



3. Go to Visualizations, and create Visualization just like the previous
steps, and then Left Click Pie:
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4. Type Log and Left Click logstash-* at the New Pie / Choose a source
popup:
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5. Left Click + Add — under the Buckets pane — Left Click Split Slices:
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6. Left Click Significant Terms under Aggregation, Left Click
id_resp_host.keyword under Field, and Type 10 under Size, and then
Left Click play or press Enter / Return:
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Note: You should see an output similar to the following. I am not placing
the IP addresses from the top hand right corner legend, for privacy.
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7. At this point you need to save the Visualization and name it — I named
this Visualization as SIEM Top Network Traffic Destinations.

Average Missed Bytes

This Visualization will show you a gauge that uses metrics to determine if
your SIEM / IDS is dropping any network packets. You do not want there to
be a high number here, because that means something is not working right.
This will allow you to trouble shoot any issues that could arise and will
quickly point out that something is wrong.

1. Left Click on Visualize:
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2. Left Click on Create Visualization:



3. Go to Visualizations, and create Visualization just like the previous
steps, and then Left Click Metric:
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4. Type Log and Left Click logstash-* at the New Metric / Choose a
source popup:

New Metric / Choose a source
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QU All Logs [Filebeat PostgreSQL] ECS

QU Error logs [Filebeat MongoDB] ECS

QU Alllogs [Filebeat MongoDB] ECS

1.2 3 45

5. Left Click Aggregation drop down and Left Click Average, Left Click
Field and Left Click missed_bytes and Left Click the save radio
button:



logstash-*
Data Options n X

Metrics
v Metric
Aggregation Average help
Average N
Field
miss %

number
missed_bytes
missing_byt missed_bytes

> Advanced

@ Add

Buckets

© Add

Note: You should see an output similar to the following. Zero missed bytes
is a good thing, and I tested this out by making some tweaks with Zeek
(Bro), and the SIEM will pick up if anything is missing.
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Average missed_bytes

Sum of Bytes

This Visualization will show you the total Sum of Bytes captured on the
network. It’s important to quickly see that your SIEM is working and
capturing traffic, and this metric allows you to do just that.

1. Left Click on Visualize:
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2. Left Click on Create Visualization:



3. Go to Visualizations, and create Visualization just like the previous
steps, and then Left Click Metric:
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4. Type Log and Left Click logstash-* at the New Metric / Choose a
source popup:

New Metric / Choose a source

QU log () Sort ~ Types 2

2 logstash-*

logstash-* (Index pattern)

QU All ASA Logs [Filepeat uisco)

QU Alllogs [Filebeat Kafka] ECS

Q) Apache errors log [Filebeat Apache] ECS
Q) Apache access logs [Filebeat Apache] ECS
QU All Logs [Filebeat PostgreSQL] ECS

QU Error logs [Filebeat MongoDB] ECS

Q¢ Alllogs [Filebeat MongoDB] ECS

12 3 4 )

5. Left Click Aggregation drop down and Left Click Sum, Left Click
Field and Left Click total_bytes and Left Click the save radio button:



Data Options X

Metrics
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Aggregation Sum help
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Custom label

> Advanced

© Add

Buckets
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Note: You should get an output similar to the following picture.

6,008,441




Notices Generated

This Visualization is one of the most important ones you will have — notices
generated by Zeek(Bro). This is a quick way to show you how many notices
have occurred. These notices are generated by Zeek (Bro) when it detects an
anomaly on the network — signatures are used to generate the notices and
you can use many different kinds of signatures for whatever reason you
choose.

1. Left Click on Visualize:
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2. Left Click on Create Visualization:



3. Go to Visualizations, and create Visualization just like the previous
steps, and then Left Click TSVB:



New Visualization
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4. Left Click the Color Box that is green, and make it a color you want to
stand out — I chose red:



( Auto apply

Data Panel options Annotations
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5. Left Click Label and type Notices:

« Auto apply

Data Panel options Annotations

v - Notices

Metrics Options

Aggregation

Count

Group by

Everything

Note: You can put any label name that is of interest for you on your
specific network and make another Time Series metric for that data. This

is a useful way of looking for specifics over time on your network.

6. Left Click Panel options and Type the following under Panel filter:

actions.keyword :*



Data

The final output for this Visualization should look similar to the following:

Note: Mouse over on the data points to see the count of notices at any
particular time you highlight.

Building the Dashboard

The Dashboard is an important tool for looking at information in your SIEM.
It is essentially the view of your STEM and built from Visualizations. You
can build this however you want, and you can use any visualization you
choose. In the following steps I am going to show you how to create your
own dashboard. I had previously setup a dashboard for CSI Linux, so I will
be using the Visualizations from that just to make it easy, and show what CSI
Linux has available — it’s a great digital forensic tool, and can be located at
https://csilinux.com.

1. Left Click the Dashboard icon:


https://csilinux.com
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2. Left Click Create Dashboard:



3. Left Click Add:

This dashboard is empty. Let’s fill it up!

Click thz Add button in the menu bar above to add a visualization to
the dashboard.

If you haven't set up any visualizations yet, visit the Visualize app to
create your first visualization.

Note: You will get an output similar to the following. In order to move the



panes around just click the top portion in the area where I highlighted, and
you can also drag the dotted edges and re-size the panes. You can arrange
this area any way you like, play around with it and see how you want it.
You can click add up top and add more panes too.
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I added a highlighted box to the corner where you need to drag in order to re-
size the panes as follows:
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Now your dashboard is complete, we need to save the dashboard.
Saving the Dashboard

1. Left Click Save:

M
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2. Left Click the title and Type the title you want to use, and Left
Click Save:

Save dashboard

Title

SIEM Dashboard |

Description

X Store time with dashboard
This changes the time filter to the currently selected time
each time this dashboard is loaded.

Now when you go to the Dashboards menu you will see your dashboard:



Dashboards

QU Search...
Title Description Actions
CSI - SIEM [Zeek] Dashboard V4
SIEM Dashboard V4
[Filebeat AWS] S3 Server Access Log Overview Filebeat AWS S3 Server Access Log Overview Dashboard 174
[Filebeat Apache] Access and error logs ECS Filebeat Apache module dashboard Va
[Filebeat Auditd] Audit Events ECS Dashboard for the Auditd Filebeat module V4
[Filebeat Azure] Alerts Overview This dashboard provides expanded alerts overview for o
Azure cloud
s . This dashboard provides an overview of user activity,
[Filebeat Azure] Cloud Overview Erey b 4
alerts and resource in Azure cloud.
This dashboard shows expanded user activity in Azure
[Filebeat Azure] User Activity P Y Va

cloud.



Conclusion

That concludes the entire ELK Stack STEM process. We learned how to set
up Zeek (Bro), PF_Ring, ElasticSearch, Logstash, Filebeat, Kibana, and
creating a SIEM Dashboard. I challenge you to continue to create and
modify your ELK Stack and use it to the best of your ability. This SIEM is a
very powerful setup, and there is a lot of flexibility in how you implement
your signatures, the data you capture, and how you manage your SIEM. This
guide will help you get started and, on your way, to monitoring your
network!
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